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Leping Liu
University of Nevada, Reno
Li-Ting Chen
University of Nevada, Reno

Abstract: Online assessment has always been a challenge to online teaching. Educators have been exploring a variety of methods to perform online assessment. However, it appears that there is not enough work in the field focusing on online synchronous assessment. This paper presents two cases that demonstrate the design and implementation of using web videoconference for synchronous assessment in an educational research methods online course and an instructional video production online course. The purpose of the two cases was to explore whether or with what methods student online learning could be improved through synchronous assessment. Case outcomes were analyzed with nonparametric methods, and the results did show students’ improvement in their learning, specifically in their understanding and mastering of factual, conceptual, procedural and metacognitive knowledge. Methods, procedures, tips and cautions of conducting such videoconference-based synchronous assessment in online courses are discussed.
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1. Introduction

Online courses are offered in almost every university and college in the United States (Holzweiss, Joyner, Fuller, Henderson, & Young, 2014; Liu, Ripley, & Lee, 2016; Scott, Temple, & Marshall, 2015), and approximate 27% of students of public higher education institutions take at least one distance course (Allen, Seaman, Poulin, & Straut, 2016). Over years, instructors have devoted a tremendous amount of work on online assessment (Barber, King, & Buchanan, 2015), exploring a variety of ways such as online quizzes or online homework (Lowe, 2015), online discussions (Kent, Laslo, & Rafaeli, 2016; Klisc, McGill, & Hobbs, 2009), online peer evaluation (Alvarez, Espasa, & Guasch, 2012), online videoconference (Bower, 2011; Dyment & Downing, 2018a; Okada, & Scott,
Most methods and activities presented in the literature are in the scope of asynchronous assessment; it appears that there is not enough research and practice in the field on online synchronous assessment (Chao, & Hung, Chen, 2012; Lee & Liu, 2016). Figure 1 shows the trends of research interests in online assessment (Figure 1A) and learning from assessment (Figure 1B) from 2013 to present. The same as in the literature, in a search by “synchronous assessment” or “online synchronous assessment”, there is not enough data to show the trend in the field.
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*Figure 1. Trends of online assessment (A) and learning from assessment (B)*

(Google Trends, 2018)

This paper presents two cases that demonstrate the design and implementation of using web videoconference to conduct synchronous assessment in an educational research methods online course and an instructional video production online course. The purpose of the cases is to explore whether or with what methods student online learning could be improved through synchronous assessment, and specifically to what extent their understanding and mastering of factual, conceptual, procedural and metacognitive knowledge could be improved. Case outcomes are analyzed with nonparametric methods.

2. Literature Review

2.1. Design of Online Assessment

A successful online course is built upon tremendous amount of work on course design and delivery (Conole, Dyke, Oliver, & Seale, 2004; Jaggars & Xu, 2016). Design of assessment starts at the stage of course design, following the ADDIE instructional design model that lines out the main principles in the five phases of instructional design: Analysis, Design, Development, Implementation, and Evaluation (Branson, Rayner, Cox, Furman,
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Design of assessment mainly includes the decisions on the following components:

*Learning Objectives and Outcomes.* This is a major outcome from the phase of Analysis. It provides a foundation or framework for activities in the phase of Design, where all decisions on content information, pedagogy strategies, learning activities and assessment plan can be made (Gagne et al., 2005; Liu & Velasquez Bryant, 2003).

*Learning Contents.* Content analysis is performed according to the learning objectives and outcomes (from the phase of Analysis), and the range, level, order, format, and delivery methods of content information will be determined in the phase of Design. Then, content materials such as lecture notes, learning materials, reading references, and video lessons or tutorials will be completed during the phase of Development (Dini & Liu, 2017; Liu & Gibson, 2018). Also, technology preparations for online teaching and learning is another huge task in the phase of Development.

*Learning Activities.* Along with the above activities, corresponding online learning activities will be planned with operational procedures and to-do list. Tasks, procedures, outcomes and evaluation criteria for individual work and collaborative group work will be clearly described. This is part of the work done in the phase of Development. (Dini & Liu, 2017; Mundkur & Ellickson, 2012).

*A Assessment Plan.* The purpose of assessment is to determine whether or to what extent students’ performances and learning outcomes meet the expected criterion set in the objectives. Pending on the types of activities or learning outcomes, we can choose the type of assessment: synchronous or asynchronous assessment (Liu, 2018; Liu & Gibson, 2018; Liu & Johnson, 2002). Online synchronous assessment is conducted with real-time online interactions between the instructor and students or among students; asynchronous assessment is performed with activities that are not simultaneous or concurrent in time (Chao et al., 2012; Lee & Liu, 2016). With any type, an assessment plan includes methods, measurements and instrument, activities to conduct the assessment, technology tools, and timing (Liu, 2018; Liu & Johnson, 2002). The cases in this paper demonstrate some practical methods the authors used to conduct online synchronous assessment.

### 2.2. The Knowledge Taxonomy – FCPM

To better measure and assess learning, we may specify the measures and assessment methods on different dimensions of knowledge. Theoretically, knowledge is taxonomically classified into four dimensions or categories: factual, conceptual, procedural and metacognitive (FCPM), by Bloom, Engelhart, Furst, Hill, and Krathwohl (1956) and Anderson et al. (2001).

<table>
<thead>
<tr>
<th>Dimensions of FCPM Knowledge Taxonomy</th>
<th>Assessment Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factual Knowledge:</strong> the basic units of knowledge that the learners must know in a discipline. e.g., terminology and basic concepts.</td>
<td>Multiple choice quizzes (Mayotte, 2010)</td>
</tr>
<tr>
<td><strong>Conceptual Knowledge:</strong> interrelations among the basic units within structure. e.g., classifications and categories, principles and generalizations, theories, models, and structures.</td>
<td>Essay-based testing (Foltz, Laham, &amp; Landauer, 1999)</td>
</tr>
</tbody>
</table>

Table 1. Summary of FCPM Knowledge Taxonomy
Table 1. Continued Summary of FCPM Knowledge Taxonomy

<table>
<thead>
<tr>
<th>Dimensions of FCPM Knowledge Taxonomy (Anderson et al., 2001)</th>
<th>Assessment Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Procedural Knowledge</strong>: explaining how to perform a task, and goal-oriented methods of inquiry, criteria for using skills, algorithms, techniques, and methods.</td>
<td>Demonstration, hands-on projects (Garris, Ahlers, &amp; Driskell 2002)</td>
</tr>
<tr>
<td><strong>Metacognitive Knowledge</strong>: awareness and knowledge of one’s own cognition – knowledge about knowledge. It involves strategies for learning, thinking, and problem solving.</td>
<td>Oral presentations, applying discursive oral, dialogue, or other communication methods (Cohen, 1998; Nakatani, 2005)</td>
</tr>
</tbody>
</table>

Table 1 summarizes the definitions and examples of the FCPM knowledge taxonomy, and assessment methods proposed in the literature for each (Chao et al., 2012). Factual and conceptual knowledge are about “knowing what” and they are considered as the basic units of knowledge. Procedural and metacognitive knowledge are about “knowing how” and they are referred to as more comprehensive and higher level of knowledge (Chao et al., 2012; Mayer, 2002). The next question is how the different dimension of knowledge taught in an online course could be assessed with appropriate online synchronous assessment methods.

2.3. Online Synchronous Assessment, Potential Challenges and Possible Solutions

All assessment methods listed in Table 1 could be performed as synchronous assessments and asynchronous assessments. Synchronous assessment can be done in the format of text and voice chat, telephone conversations, videoconferencing, or even meetings in virtual spaces such as Second Life, where discussions can be facilitated among groups of students (Nakatani, 2005; Uribe & Vaughan, 2017). Chao, Hung, and Chen (2012) reported their study on four online synchronous assessment methods: (a) using synchronous quizzes to assess factual knowledge, (b) using synchronous practices to assess procedural knowledge, (c) using synchronous essays to assess conceptual knowledge, and (d) and using synchronous oral exams to assess metacognitive knowledge. Those are very practical examples of using particular methods to assess each dimension of the FCPM knowledge taxonomy. As described in the 2.1 section above, online synchronous assessments have completed the assessment procedures, decisions, and tasks in four ADDIE phases of Analysis, Design, Development, and Implementation (Gagne et al., 2005).

In educators’ experiences, two main potential challenges are recognized when conducting such synchronous assessment. The first challenge is the lack of appropriate technology platforms or tools that enable or support the synchronous assessment from a full-dimension real-time interaction between learners and the instructor (Liu & Gibson, 2018). For example, in a traditional videoconference or a cyber-classroom, the learner’s video screen can only provide the evidence that he/she is really the learner who is supposed to participate the online synchronous examinations. The instructor would not see any type of “helper” or information resources that the learner might have out of the focus and range of the Web camera.

One possible solution could be the
Meeting OWL, an intelligent 360° all-in-one video conferencing device. It has three features: (a) dynamic video and audio: the 360° lens automatically focuses on the users as they speak, while 8 omnidirectional microphones locate the presenter or speakers with clear audio; (b) all in one: it combines video and audio to simplify the meeting setup, like a dynamic and sophisticated webcam; and (c) no installation: it connects via USB, operates software free, and is compatible with any web-based meeting platform (OWL, 2018). This device would enable the instructor to “see” all the dimensions where a learner is assessed.

The second challenge when conducting an online synchronous assessment is that different types of subjects and courses need different assessment methods that require different functional and technology supports for the assessment activities (Hayes & Ringwood, 2008; Liu & Gibson, 2018; Zlatović, Balaban, & Kermek, 2015). While there is no simple solution for this, the decisions on content design, content preparation, design of learning activities, and assessment design would straighten out the operation list and required technology support.

In the following sections, we present two cases that demonstrate the design and procedures to perform online synchronous assessments on student learning of:

1. factual and conceptual knowledge in an online educational research methods course (Case One), and
2. procedural and metacognitive knowledge of design in an online course on instructional video production (Case Two).

Nonparametric analyses are used to assess the outcomes of the online synchronous assessment.

3. Case One: Synchronous Assessment on Factual and Conceptual Knowledge of Educational Research Methods

3.1. Research Questions

In this case, we explored the use of synchronous assessment (oral exam) to assess student learning outcome. The case was guided by the following two research questions:

1. Can the synchronous assessment method (oral exam) be used to better assess student learning outcome than the asynchronous assessment method (traditional written exam)?

2. What do we learn from using such an oral exam to assess student learning outcome?

3.2. Participants

Participants \( (N = 41) \) consisted of students from two sections of a fully online fundamental educational research methods course offered in a western state university in the United States. The course was designed to introduce basic statistics concepts, and general process and practice of educational research for graduate students. Among the 41 students, 37 were in the master’s degree program, two were in the doctoral degree program, and two graduate special students who had not been admitted into graduate programs at the time they took the course.

3.3. Settings

The course was taught through an online learning management system Canvas. The same instructor taught both online sections. The course requirements included (a) responding to weekly discussion questions, and (b) completing six homework assignments,
(c) acquiring the Collaborative Institutional Training Initiative (CITI) training certificate, (d) completing one quantitative article analysis paper and one qualitative article analysis paper, and (e) attending two conferences to meet with the instructor individually.

The first conferences were held in the middle of the semester, aiming to connect with students, verify the identity of students, and receive early feedback from students. The second conferences were held at the end of semester, aiming to assess student learning outcome, and receive student feedback for further improvement of the course design and teaching. Canvas Scheduler tool was used to create time slots, and all students signed up for their individual conferences with the instructor. Students were allowed to choose whether they wanted to meet the instructor in person or online through an online conference program BigBlueButton.

3.4. Procedures

Online assessment for this case took place in the forms of both asynchronous and synchronous assessment:

Asynchronous Assessment. Students received a study guide two weeks before the final conferences and were asked to create a PowerPoint file to prepare for the final conferences. The PowerPoint file was required to present the definition of educational research, and similarities and differences between quantitative and qualitative research. Students were asked to summarize the similarities that focus on (a) the reasons why research is important, (b) the process of research, (c) basic principles for conducting human research, and (d) principles of a good research report. In addition, students were asked to address the differences based on (a) the research questions, (b) the types of data, (c) ways to analyze the data, (d) strategies to validate the findings, and (e) researcher-researched relationship. This PowerPoint file was the written exam as a form of asynchronous assessment. Students submitted it to the instructor the day before the final conferences.

Synchronous Assessment. The synchronous assessment was conducted through oral exams during the final web conferences (or in person conferences as preferred). At the beginning of the final conferences, permission to video record the oral exam was obtained from all students. During the final conferences, the instructor asked students questions for additional clarification based on the content of the student’s PowerPoint file. For example, a student listed reliability and validity under quantitative research without any further explanation. The instructor would ask the student to explain and redefine reliability and validity. If the required component was missing on the PowerPoint file, the instructor would prompt the student to address it. For instance, if the student did not list any strategy for validating findings in qualitative research, the instructor would ask if the student could think of any ways that the subjects/interviewees may help a qualitative researcher to validate his/her research findings (i.e., member checking). It was the instructor’s hope that this synchronous assessment could improve student learning.

3.5. Measurements

Eight indicators (see Table 2) regarding reliability and validity in educational research were coded for both asynchronous assessment (the traditional written exam using PowerPoint files), and synchronous assessment (the oral exam during final conferences). An indicator was coded as 0 if the student did not mention or clearly explain the concept, or 1 if he/she
clearly explained the concept.

**Table 2. Eight Indicators for Reliability and Validity (concepts)**

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliability</td>
<td>“Reliability means that scores from an instrument are stable and consistent” (Creswell &amp; Guetterman, 2019, p. 158)</td>
</tr>
<tr>
<td>Validity</td>
<td>“Validity is the development of sound evidence to demonstrate that the test interpretation (of scores about the concept or construct that the test is assumed to measure) matches its proposed use” (Creswell &amp; Guetterman, 2019, p. 158)</td>
</tr>
<tr>
<td>Internal/External Validity</td>
<td>Internal validity: the extent to which a cause-and-effect inference can be correctly drawn. External validity: the extent to which the study results can be generalized to the target population.</td>
</tr>
<tr>
<td>Confirmability</td>
<td>“Researchers can address confirmability (the qualitative counterpart to bias) by admitting biases and assumptions and acknowledging limitations in the study’s methods” (Creswell &amp; Guetterman, 2019, p. 261)</td>
</tr>
<tr>
<td>Triangulation</td>
<td>“Qualitative inquiries triangulate among different data sources to enhance the accuracy of a study” (Creswell &amp; Guetterman, 2019, p. 261)</td>
</tr>
<tr>
<td>Member checking</td>
<td>“A process in which the researcher asks one or more participants in the study to check the accuracy of the account” (Creswell &amp; Guetterman, 2019, p. 261)</td>
</tr>
<tr>
<td>External audit</td>
<td>“Researchers may also ask a person outside the project to conduct a thorough review of the study and report back, in writing, the strengths and weakness of the project” (Creswell &amp; Guetterman, 2019, p. 262)</td>
</tr>
<tr>
<td>Transferability</td>
<td>“Transferability (external validity) from one setting to another can be established by establishing the context of a study, giving detailed descriptions of the procedures and writing findings in vivid detail supported with quotes” (Creswell &amp; Guetterman, 2019, p. 261)</td>
</tr>
</tbody>
</table>

The eight indicators are in the scope of factual and conceptual knowledge as defined in Table 1. They can be measured with both written and oral exams. Scores on the written exam indicated the initial measures on each indicator for each student. Then the eight indicators were coded again as the final measures based on students’ responses to the instructors’ questions during the final conferences. Again, when the student responded to the instructor’s prompt with clearly explanation for the concept, the corresponding indicator was coded as 1. When the student didn’t provide correct explanation for the concept, the corresponding indicator remained 0. For each indicator, the asynchronous-synchronous (written-oral exam) scores could be in one of the following combinations:
0 – 0: when the coding for a specific indicator based on the written exam (the PowerPoint file) was 0, the coding based on the student’s responses to the instructor’s questions during the final conference (the oral exam) could be 0 if the student still did not provide the expected answers or responses.

0 – 1: when the coding for a specific indicator based on the PowerPoint file was 0, the coding based on the student’s responses to the instructor’s questions during the final conference could be 1 if the student was able to provide clear explanations for the concept.

1 – 1: when the coding for a specific indicator based on PowerPoint file was 1, the coding based on students’ responses during the final conference remained 1.

Values for the eight indicators were added together to indicate the number of concepts regarding to reliability and validity in educational research recalled by the students when they were assessed based on the asynchronous assessment (the initial written exams using PowerPoint files) and when they were assessed through synchronous assessment (the final oral exams).

Table 3 presents the frequency distribution for the number of students who recalled from zero to six indicators during the final conferences, grouping by the initial number of indicators clearly presented in the PowerPoint file. No student could recall more than six indicators either on the PowerPoint file or during the final conferences. According to Table 3, for example, among the 24 students who did not clearly explain or identify any of the eight indicators on the PowerPoint file (with a score of 0), six students (or 25.0%) were still not able to recall any of the reliability and validity concepts during the final conferences, six students (25.0%) recalled one more indicator, eight students (33.3%) recalled two more indicators, three students (12.5%) recalled three more indicators, and one student (4.2%) recalled four more indicators.

Table 3. The Number of Students (percentages) Who Recalled Zero to Four Additional Indicators During Final Conferences, Grouping by the Initial Number of Indicators Presented in the PowerPoint Files

<table>
<thead>
<tr>
<th>No. indicators presented on the ppt file</th>
<th>No. additional indicators explained during final conferences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>6 (25.0)</td>
</tr>
<tr>
<td>1</td>
<td>1 (12.5)</td>
</tr>
<tr>
<td>2</td>
<td>2 (33.3)</td>
</tr>
<tr>
<td>3</td>
<td>2 (100.0)</td>
</tr>
<tr>
<td>6</td>
<td>1 (100.0)</td>
</tr>
</tbody>
</table>

Note. No student clearly presented four, five, seven, or eight indicators on the PowerPoint file. No student clearly explained five or more additional indicators during the final conferences. Based on our coding strategy, it was not possible that one student recalled less number of the indicators during the final conference than on the PowerPoint file.
3.6. Data Analysis and Results

Research Question 1. The first research question is “can the synchronous assessment method (oral exam) be used to better examine student learning outcome than the asynchronous assessment method (traditional written exam)?” The PowerPoint files prepared by the students for the final conferences were treated as the outcomes from traditional written exams whereas the student responses to the instructor’s questions during the final conferences were treated as the outcomes from the oral exams. The total number of indicators clearly explained in the PowerPoint file and the total number of indicators clearly explained during the final conference were compared for each student. Each student was then coded as

0 – for not being able to explain and define additional indicators during the final conference,

1 – for being able to explain and define at least one additional indicators during the final conference.

On the basis of pure chance, equal number of students should be observed for not being able to explain and define additional indicators during final conferences and for being able to explain and define at least one additional indicators during final conferences. The logic is that when the results showed that the number of students who were able to explain and define at least one additional indicators during final conferences was much greater than the expected number due to chance, it implied that oral exams can be used to facilitate students’ thinking process, and explore in depth how much a student does understand and has learned. In such case, it supported the hypothesis that the oral exam can be used to better examine student learning outcome.

A nonparametric method, called the one-way chi-square test, was carried out to test the null hypothesis that only chance determined the number of students who could or could not clearly explained additional number of indicators during the final conference. Alpha level at .05 was used for the test.

Table 4 presents the observed and expected frequencies for the number of students who were not able to explain and define additional indicators during final conferences and for the number of students who were able to explain and define at least one additional indicators during final conferences. The one-way chi-square test rejected the null hypothesis of only chance determined the number of students in these two groups ($\chi^2 = 7.05, df = 1, p = .008$). Twelve out of the 41 students (29%) were not able to recall additional indicators during the final conferences, and 29 students (71%) were able to recall at least one additional indicator during the final conferences.

Research Question 2. The second research question is “what do we learned from using oral exams to assess student learning outcome?” From this case experience, we want to share several tips that may be of

<table>
<thead>
<tr>
<th>Did not recalled additional indicators</th>
<th>Recalled additional indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed = 12 (29%)</td>
<td>Observed = 29 (71%)</td>
</tr>
<tr>
<td>Expected = 20.5 (50%)</td>
<td>Expected = 20.5 (50%)</td>
</tr>
</tbody>
</table>

Table 4. The Observed and Expected Frequencies Table (N = 41)
reference to other educators who are interested in conducting the similar synchronous assessment.

First, test audio and video and have a backup plan. The instructor had students who were more willing to meet her in person than online and these students explained that either they liked face time with the instructor or they were not comfortable with technology. Therefore, we suggest whenever the in-person meeting is possible, instructors should offer the option of in-person meeting to the students. When web videoconferences were conducted, the instructor did experience trouble hearing or viewing the student. We suggest that instructors should remind students to test the audio and video settings before conducting the web videoconferences. To prevent cancellation of the web videoconferences from possible technical issues, instructors may provide the phone number for students to call in.

Second, inform the instructor for rescheduling. The Canvas Scheduler was used for signing up for the two conferences. A few students rescheduled their conferences on the same date or one day prior his/her original scheduled time. To prevent instructors from missing the conferences, it is critical to have the students who reschedule the conferences also send a message to the instructors. Instructors should also turn on notifications for appointment cancellations and for student appointment signups.

Finally, reserve a quiet room for the conferences. During the web videoconferences, the instructor heard noises such as dog barking and child crying. To ensure the quality of web videoconferences, instructors may request students to choose a quiet room where the web videoconference can be conducted without interruption.

4. Case Two: Synchronous Assessment on Procedural and Metacognitive Knowledge in Instructional Video Design

4.1. Case Context and Research Question

This case presents our experiences of using web conference and a content analysis program MAXQDA to assess the quality of instructional video productions that students created in an online course. The online video production course was offered to education students in a western state university. Two sections of the online course with a total of 24 students were included in this case.

We presented Case One in the format of a traditional research report. Case Two is presented along with the operational procedures to conduct this particular synchronous assessment. Research questions guided through this case were:

1. Can the synchronous assessment method (oral exam) be used to improve the quality of students’ instructional video design?

2. To what extent can students’ procedural and metacognitive knowledge in instructional design be evaluated with the synchronous assessment method?

4.2. What to Assess?

The purpose of the course was to prepare students with the knowledge and skills to develop image-based instructional materials, or video productions. In this course, students learned

1. the history, major issues and trends to use image-based materials or video products to improve teaching and learning;

2. technology integration theories and instructional design models;
3. skills and technology tools used to create such visual products; and
4. the methods to apply the video products created in this course in a real world learning context.

The visual productions students created could be graphics, images, pictures, and video clips focusing on a learning topic. All the pieces of products were then used to create an instructional video (see Figure 1). The instructional videos included video lessons created by teacher education graduates on the topics of history, biology, geography, science, algebra, calculus, and other subjects. The length of the videos varied from 15 minutes to 40 minutes.

The major components to be assessed in this case was the knowledge and skills of instructional design, focusing on the procedural and metacognitive knowledge (as defined in Table 1): the procedures of using the design principles in video production, and students’ self-awareness of their use of those design principles.

4.3. How to Assess?

Evaluating the quality of instructional videos starts from setting the evaluation criteria. According to the principles of design in ADDIE model (Analysis, Design, Development, Implementation and Evaluation) by Gagne et al. (2005), the twelve criteria were set to evaluate the quality of the instructional videos:

1. statement of goals/objectives,
2. description of the audience,
3. topic introduction and prerequisite knowledge of skills,
4. structure of how the lesson is organized,
5. content information,
6. logic of content flow,
7. examples,
8. assessment,
9. appropriate media uses,
10. frame transitions,
11. screen captions, and
12. other criteria pending on the subject areas.

Asynchronous Assessment was conducted by the instructor over time, evaluating the quality of students’ video development at each stage of the production. Students posted their in-processing product on the course discussion board every week. Weekly feedbacks from the instructor and classmates were provided to students for the continual improvement of their production.

Synchronous Assessment was performed twice during the semester for two purposes: (a) to assess the procedural knowledge (the quality of students’ video development), and
(b) to assess the metacognitive knowledge of their design (the extent to which they are aware of the instructional design principles they used in their work. Two individual web videoconferences were conducted).

The first conference was at the midpoint of their video production, to assess the developmental progresses and quality of the video production. One score was recorded on the quality of the video at the time. A qualitative review of the progresses in the video production was discussed with students.

The second conference was at the final of the semester. The quality of the final video product was assessed with a final score. A qualitative review and evaluation was discussed with students on their awareness of the design principles they used.

4.4. Synchronous Assessment with Web Conference and MAXQDA

*BigBlueButton* was chose to conduct web conferences in this online course. It is the same online conference tool with the functions to conduct one-to-one, one-to-many, and many-to-many online videoconferences, text-based chatting, and online presentations to share files and resources.

A content analysis program MAXQDA was used to evaluate and visualize the quality of students’ video products. It is a proprietary, professional software package for qualitative and mixed methods data management and analysis (MAXQDA, 2014). The software can perform content analysis on a text file and on a video file.

*Procedures of Coding and Analyzing.* To analyze the video quality, first, each of the design quality criterion was coded into a color in MAXQDA. Colors can be used to present certain pattern, for example, if we are coding skills, then a darker color code could indicate a more advanced skills. Alternatively, if we are coding qualities, then a group of similar colors (e.g., light blue, to dark blue) could indicate quality criteria under a certain stage (e.g., analysis stage, development stage, or implementation stage of the ADDIE model). Figure 2 is the color code for the 12 design quality criteria, and the video segments being marked with the criteria.

*Figure 2. Coding of the video quality criteria to be evaluated*
When analyzing the video, we imported the movie/video file into MAXQDA, then started to play it. During the play, we first examined what design criterion a segment of movie demonstrated (e.g., the statement of the purposes, or it demonstrates the logic of the theory, or knowledge), then dragged the coding criterion to tracks under the movie (the right part of Figure 2), and extended the color code to the same length as the length of frames crossing the movie with that criterion. Sometimes, a segment of movie may show multiple criteria of the quality design, then multiple color codes can be paralleled or overlapped.

Data Visualization. MAXQDA then generated the data visualization graphics (Figure 3). Looking at the color distribution of each 30X40 matrices, the quality of a video product, the quality distribution throughout the video can be easily described or interpreted. The frames, or the video moments that met certain of the 12 criteria were summarized in a color matrices. For example, the left part of Figure 3 showed that the ongoing project was lack of design quality. It met certain of the criteria, but needed to improve in those empty places. The right part of the Figure 3 showed a complete video lesson with improved high design qualities, as all the video moments demonstrated certain quality of the design.

Figure 3. Visualizing video quality

Conducting Synchronous Assessment with Web Conference. Individual web conferences were then scheduled and conducted. Over the conference, the quality of the student’s ongoing visual product, and the color matrices that shows what quality is missing at which part of the lesson, and what might be done to improve were shared and discussed with the students. Figure 4 demonstrates the screen sharing area at the web conference.

4.5. Measurements and Data Collection

Both quantitative data and qualitative data were collected through the two web conferences as shown in Table 5.
Quantitative Data. The 12 criteria were used to measure the design quality of the instructional video products. Two quantitative scores were obtained as evaluation one and evaluation two scores. Evaluation one score was given at the midpoint of the video production while first web conference was conducted, and evaluation two score was given at final while the second web conference was conducted. Scores ranged from 0 to 12. One point was given when one criterion was well demonstrated in the video.

Table 5. Summary of Data Collection

<table>
<thead>
<tr>
<th></th>
<th>Quantitative Data</th>
<th>Qualitative Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conference 1</td>
<td>Evaluation 1: Mid-video quality</td>
<td>Procedural knowledge review</td>
</tr>
<tr>
<td>Conference 2</td>
<td>Evaluation 2: Final-video quality</td>
<td>Metacognitive knowledge review</td>
</tr>
</tbody>
</table>

Qualitative Data. The qualitative review of the progresses in the video production (the procedural knowledge) was discussed at the first conference, focusing on (a) if the video production was progressed as planned, (b) if the quality was achieved as expected, and (c) if the timeline was reasonably followed.

The second qualitative review, on students’ self-awareness of the design principles they used (the metacognitive knowledge), was conducted at the final conference. Students were asked to (a) review the qualities of their video that met the criteria, (b) describe what design principles from the ADDIE model were demonstrated in certain segments of their video, and (c) explain what might be done differently if creating a similar video in the future.

In these two qualitative reviews, basically, the instructor asked questions and discussed with the students on each focus, and the conversations were recorded for further documentation.
4.6. Data Analysis and Results

Research Question 1 examines whether the synchronous assessment method (oral exam) can be used to improve the quality of students’ instructional video design. The logic is that (a) synchronous assessment was used in a real time interaction with students and obtained the two scores of video quality, (b) if students’ scores in evaluation two was significantly increased comparing with the scores in evaluation one, we may consider that the evaluation and suggestions from the first conference did provide students more directions to improve their video product, and hence (c) we may view it as one of the positive outcomes from the synchronous assessment procedures, through which student learning was improved.

As we used a small sample size of 24, and the tested scores could not assume a normal distribution, we chose a nonparametric statistical method for the data analysis (Cohen, 2001; Conover, 1999). Simply, a sign test was conducted to test the difference of the medians between the two related data (scores from evaluation one and evaluation two). The null hypothesis for the sign test was that the median scores between evaluation one and evaluation two should be equal, due to pure chance. Alpha level at .05 was set for the test.

Results presented that the sign test R was significant (R = 4, and p = .004), so the null hypothesis was rejected, and the median differences between the two evaluation scores were significant. Among the 24 students, 18 (75%) increased their scores in evaluation two, 2 (8%) tied in the two evaluations, and 4 (17%) received less scores in evaluation two. Overall, the results showed that the median score of evaluation two was significantly higher than that of evaluation one, indicating the improvement of student learning.

Research Question 2 aims to explore the extent to which students’ procedural knowledge and metacognitive knowledge in instructional design can be evaluated with the synchronous assessment method. First, in evaluating students’ procedural knowledge in instructional design we found that (a) student understanding or mastering of the knowledge in instructional design were progressed with the procedures of their video production, (b) the quality of the video evaluated at the time reflected whether their decisions were appropriate in the initial design, (c) adjustment of the decisions could be done during the video production, and (d) the timeline is another critical factor to ensure the completion of the products.

Second, in evaluating students’ metacognitive knowledge in instructional design we found that (a) the design quality is consistent with students’ self-awareness of the instructional design principles they used, for example, if they could clearly explain the instructional design principles applied in the design, the related quality scores would be higher, and those who received less scores in evaluation two did have difficulties to clearly express their self-awareness of the design principles; (b) students’ self-awareness of the principles enabled them to perform a re-evaluation of their work after the completion of their work, which is another improvement of learning; and (c) students’ self-awareness of the principles also enabled them to formulate some different approaches of design that may better their design in future work and made them realize a variety of options in design generated from the original ADDIE model, such as standard-based design by subject areas, design of collaborative team production, or design of the interaction with the users of their instructional video product.
5. Discussions and Conclusions

In summary, the two cases demonstrated: (a) different approaches to conduct synchronous assessment in an online course, (b) the method of using real-time web videoconference to obtain both quantitative and qualitative assessment data, (c) the method to assess each category of the taxonomically classified knowledge: factual and conceptual knowledge in Case One and procedural and metacognitive knowledge in Case Two, and (d) the method of utilizing nonparametric statistical methods to analyze data collected from such un-randomized small sample. From what we learned from our case experiences, we would like to share the following conclusions and thoughts with our colleagues and readers.

Improve Learning from Synchronous Assessment. The original purpose of assessment is to find out whether or to what extent student learning has achieved the course objectives with expected quality. The results and findings from the two cases also suggest another “function” of assessment: to improve learning through assessment. Well-designed online synchronous assessment can provide the opportunities for instructors to (a) assess student learning, and (b) deliver additional instructions or guidance in a real-time one-to-one conversation and help students improve their learning. In the literature, consistent findings are found from Dyment and Downing’s (2018b) study, which has the similar positive outcomes, using weekly web conference to facilitate and improve student online learning.

Start Assessment from Design. Planning of assessment starts from the original course design, for example, the original content design and the design of technology use. First, as in these two cases, the procedures, activities and methods of synchronous assessment were determined along with the results from the content analysis at each category of knowledge offered in the online courses: factual knowledge (Mayotte, 2010), conceptual knowledge (Foltz et al., 1999), procedural knowledge (Garris et al., 2002), and metacognitive knowledge (Cohen, 1998; Nakatani, 2005). Second, the selection of technology tools or platforms for assessment need to carefully integrate the content design into the design of technology use (Liu & Velasquez-bryant, 2003). In our cases, web videoconference was the tool that could be used to better assess student learning.

Consider Nonparametric Statistical Methods. The two cases also demonstrated the methods of using nonparametric tests to analyze data from such a small sample while the normality assumption is not met (Cohen, 2001; Conover, 1999). Very often, such data could not be meaningfully used to produce solid guidance to current or further practice. For instance, in some manuscripts we read before, such data were either inappropriately analyzed with parametric tests, or simply treated with descriptive analysis (Liu, 2015; Liu, Gibson, & Maddux, 2013). We hope the data analysis methods introduced in this paper could provide an example as a possible solution to this situation. For example, the results from the two cases clearly exhibited the differences: (a) with the chi-square test, we found that the proportion of students who recalled more research design indicators was significantly higher than the proportion of those who did not recall more indicators, and (b) with the sign test we found that the median score of video production in evaluation two was significantly higher than that in evaluation one. Such findings at least could provide a reason for further explorations with an experimental design and larger size of sample.
Limitations and Further Studies. The two cases mainly focus on our practical experiences. There are some limitations that can be addressed in future studies. First, the literature in certain theories such as the theory of knowledge taxonomy was not explored in depth. If the features of the taxonomically classified knowledge were explored and described in more details, readers may have more understanding on the content-related assessment decisions. Second, the online synchronous assessment on the procedural and metacognitive knowledge of instructional design were conducted with a qualitative review; only qualitative data were collected. We may continue our work and conduct studies with quantitative measures on procedural and metacognitive knowledge. Further studies also can be developed to assess the effectiveness of the online synchronous assessment, that is, to perform meta-assessment.

We hope our experiences in these two cases can be of reference to other educators who have the similar interest in online synchronous assessments. Comments and suggestions are appreciated.
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