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Abstract: ChatGPT is a large language model that uses deep learning to produce natural language and generate intelligent and relevant responses to user prompts. It comes to the field of education as an inevitable wave. Educators have to deal with it and figure out appropriate ways to use it and produce positive learning. This study explores the use of ChatGPT from the perspective of front-end users, focusing on the text-content that ChatGPT can produce for learners to learn new knowledge (e.g., a concept, a theory, or an application). The sample of this study consists of 253 ChatGPT text responses derived from three types of initial prompts/questions: general questions, specific questions, and questions with interactive prompts. Six feature components of text-information that can help learners to understand new knowledge are analyzed (concept and definition, procedure, example, comparison or contrast, deductive or inductive argument, summary). The results from Chi-square tests indicate that the presence of each feature component in the responses differs by the types of prompts. The results from a logistic regression analysis reveal that the presence of five (out of the six) feature components are significant to the probability that a response provides accurate and reliable information. The integration of using ChatGPT into learning is discussed. Further research questions are suggested.

Keywords: ChatGPT, general/specific/interactive prompt, feature component, two-way learning, predictive model
1. Introduction

Artificial intelligence (AI) refers to the science, engineering and technology that create systems to operate tasks associated with intelligent activities such as learning, decision making, and problem solving (Farrokhnia et al., 2023; Xu et al., 2021). AI has been used in the natural language processing, resulting in the development of intelligent chatbots that are able to virtually assist in understanding and producing human language (Caldarini et al., 2022). ChatGPT is such an AI-powered chatbot, a natural language processing model developed by OpenAI (OpenAI, 2022). Generative Pre-trained Transformer (GPT) is an autoregressive architecture that uses deep learning to produce human-like text (Roose, 2022). ChatGPT has been trained on substantial amounts of data to understand natural language and generate intelligent and relevant responses to users’ queries (Halaweh, 2023). Since its launch in November 2022, millions of users have started to explore the opportunities of using it in various domains especially in education (Adiguzel et al., 2023; Atlas, 2023), such as higher education assessment (Talian & Kalinkara, 2023), teaching, learning, and student engagement (Dijkstra et al., 2022; Gabajiwala et al., 2022; Kasneci et al., 2023), or professional training and development (Halaweh, 2023).

It is believed that AI tools such as ChatGPT are developed to augment human intelligence (Carter & Nielsen, 2017; Cotton et al., 2023). When integrating ChatGPT into teaching and learning, the first step is to analyze or assess what it can do, and whether or to what extent it can be of help to achieve the learning goals. For example, one strength of ChatGPT is its capability of self-learning that enables a user-machine two-way learning process (Farrokhnia et al., 2023; Liu & Gibson, 2023). Knowing this, the user can have a careful design on the initial prompts to facilitate such two-way learning. Furthermore, two weaknesses of ChatGPT are noticed: (a) lack of deep understanding of the words it processes may result in ambiguous information in the response outputs (Farrokhnia, 2023; Gao et al., 2023; Gupta et al., 2023), and (b) lack of capability to determine the credibility of the data it was trained on may result in the uncertainties for the quality of responses (Farrokhnia et al., 2023; Lecler et al., 2023; Tlili et al., 2023). Therefore, a common issue could be: if a user wants to learn some new knowledge (e.g., concepts, a theory, a new method, or a technology application), to what extent can ChatGPT produce responses that are accurate and reliable?

Same as any new technology innovation, ChatGPT comes to the field of education as an inevitable wave. Like it or not, educators will need to deal with it and find appropriate ways of using it to produce positive learning outcomes. The first step to do so is to explore what text-information ChatGPT can produce for a learner. This study aims to explore: (a) whether necessary feature components of text-information are provided in ChatGPT responses that are derived from different types of prompts, and (b) to what extent the presence of the feature components can influence the quality of response information regarding its accuracy and reliability. Six feature components in response contents (concept and definition, procedure, example, comparison or contrast, deductive or inductive argument, and summary), and three types of initial prompts/questions (general questions, specific questions, and questions with interactive prompt) are analyzed in this study.
2. Background Review

For the purpose of this study, it is not likely to conduct a thorough and overall literature review on the effective use of ChatGPT to improve learning, for at least two reasons. Firstly, “there are still many knowledge gaps and uncertainties when it comes to the successful and responsible integration of large language models into learning and teaching process” (Kasneci et al., 2023, p.4). Secondly, there are not many empirical studies that have been published during the past seven months since ChatGPT’s launch in November 2022, even though some are being conducted. This section briefly reviews (a) the feature components of information from ChatGPT responses that are critical for a learner to understand and learn new knowledge, (b) weaknesses and strengths of ChatGPT that educators need to consider when using ChatGPT, and (c) types of prompts that could determine what ChatGPT produces.

2.1. The Feature Components in the Text-Information

To learn new knowledge from text-based information (either printed, digital, web-based, or AI produced), sufficient information is necessary. The following feature components in the text-information are considered the same significant for learners to learn from ChatGPT responses as they learn from other traditional information resources (Choi et al., 2023; Fadel, 2019; Gibson et al., 2023; Schunk, 2004).

Concept and Definition. Concepts are defined as abstract ideas, which are understood to be the fundamental building blocks underlying principles, thoughts and beliefs (Goguen, J. (2005). A knowledge concept is discussed with conceptual knowledge that has been defined as understanding of the principles and relationships that underlie a domain (Gilmore & Cragg, 2018), and it is important for success in knowledge learning (Rittle-Johnson & Schneider, 2015). A clear definition of a knowledge concept would be helpful for the conceptual understanding of a theme, a theory, a subject, or a domain. Therefore, “what it is” is supposed to be defined clearly in the text-information for new knowledge.

Procedures and Examples. Procedures on a certain topic of knowledge (e.g., a statistics test, instructional design, calculation of a function, developing an app, etc.) mostly refer to a series of specific operations, steps, or instructions in a particularly defined order to accomplish some tasks, or reach certain conclusion and solution (Webster, 2023). In the explanations of the procedures, some other feature components can be used to assist learners to understand, such as using examples to demonstrate different conditions, problems, or methods.

Comparison and Contrast. In the demonstration of examples or description of procedures, comparison and contrast can be used to examine or establish similarities and dissimilarities, the difference or degree of difference between what is to be compared. The strategies of learning from comparison and contrast are derived from fundamental learning theories and have been applied in teaching and learning for years (Schunk, 2004).

Deductive and Inductive Argument. A deductive argument starts from a set of premises and reasons to a conclusion that is based on and supported by the premises. The reasoning, if done correctly, will result in a valid deduction: the truth of the premises...
ensures the truth of the conclusion (Norris, 1975). An inductive argument demonstrates a reasoning process of formulating a general principle from a set of evidence (e.g., observations), and making broad generalizations based on specific observations. Comparatively, the conclusion of a deductive argument is certain, given the premises are correct; the truth of the conclusion from an inductive argument is probable, based upon the evidence given (Copi et al., 2006).

Summary. A brief or coherent summary of the knowledge at the end of the response would be helpful for the learners’ reinforcement of learning. For a short ChatGPT response, a summary may not be applicable. For a response that delivers a chunk of knowledge, whether a summary is included may indicate the level of quality of the text-information (Liu & Gibson, 2023).

It is still uncertain whether some of the feature components (e.g., comparison and contrast, or deductive and inductive reasoning) can be produced by ChatGPT, and again to what extent the information a learner receives from ChatGPT is accurate and reliable.

2.2. Weaknesses and Strengths of ChatGPT and Two-Way Learning

The strengths and weaknesses of ChatGPT revealed by experts and educational users may provide some insights to understand the functions of ChatGPT, and to find out the appropriate ways to use it.

Weaknesses. Quality of response is crucial to the success and effective adoption of ChatGPT for education (Tlili et al., 2023), and is likely to be influenced by three weaknesses. One weakness is the lack of deep understanding of the words it processes. ChatGPT can identify patterns of the words and generate plausible responses but does not fully comprehend the meanings behind the words (Farrokhnia, 2023; Gao et al., 2023), which may result in responses that lack depth and insight and potentially off-topic (Gupta et al., 2023). Regarding the quality of the feature components discussed in the previous section, this weakness at least influences the quality of concept and definition.

Another weakness is the lack of capability to evaluate and determine the credibility of the data ChatGPT was trained on (Lecler et al., 2023), which limits its capability to examine the accuracy of the generated information, and results in the uncertainties for the quality of the responses (Farrokhnia et al., 2023; Tlili et al., 2023). Therefore, even though the information on the feature components like procedures and examples is provided, the accuracy and reliability of the information are still questionable.

A weakness of ChatGPT that is not likely to be improved very soon is Lack of higher-order thinking skills such as critical and analytical thinking (Rudolph et al., 2023). This is mostly “because of the high dependency of AI tools on the data that they are trained without deep understanding of the context” (Farrokhnia et al., 2023, p.7). Therefore, feature components such as comparison and contrast, and deductive and inductive argument are not likely to occur in responses unless ChatGPT receives sufficient training with specific data generated from the prompts.

Strengths and Two-Way Learning. However, ChatGPT has been improved constantly through training language models to follow instructions with human feedback, and to summarize from human feedback (Ouyang et al., 2023; Stiennon et al., 2023). A unique
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feature of ChatGPT is its self-improvement or self-learning capability (Farrokhnia et al., 2023). The AI text generator of ChatGPT uses reinforcement learning from the user feedback to inform it language model, which enables ChatGPT to improve its responses based on the input prompts from users (Mann, 2023; Shen et al., 2023; Rudolph et al., 2023).

This strength enables the user-machine two-way learning process in a dynamic cycle (Liu & Gibson, 2023; Ouyang et al., 2023):

1. User’s prompt – for GPT to learn,
2. GPT’s responses – for user to learn,
3. User’s prompt again – for GPT to learn and generate responses again, and
4. GPT’s responses again – for user to learn again.

In this user-machine two-way learning, a user learns the information produced by the ChatGPT, and the ChaptGPT uses the human prompt/feedback for machine learning to generate more accurate response. The key point of this dynamic cycle of two-way learning is the user’s prompt. How the prompt is formulated determines what the ChatGPT learns and processes, and what response is produced, especially what specific feature components are presented in the responses.

2.3. Types of Prompts

Based on the weaknesses, strengths and the user-machine two-way learning process, the design of integrating ChatGPT into education (for student learning) is mainly to design the prompts or questions that direct the ChatGPT language processing (Tili et al., 2023). The prompts can be general, specific, or interactive (Liu & Gibson, 2023).

A general prompt, for example, can be: *Let’s talk about COI theory (community of inquiry)*. The ChatGPT produces a very brief response with general information about COI (Figure 1). A more specific prompt can be: *Let’s talk about the theoretical framework or model of the community of inquiry*, or *What are the elements or factors of a learning environment based on community of inquiry?* The ChatGPT can provide some more specific information in the response for the first prompt (Figure 2), and even more definitions and explanations in the response for the second prompt.

### Figure 1

*Sample ChatGPT response to a general prompt*

<table>
<thead>
<tr>
<th>0. Let’s talk about COI theory (community of inquiry)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The theory of community of inquiry (COI) was developed by researchers to understand and promote effective online learning experiences. According to the COI theory, online learning is most effective when it is supported by three interdependent elements: cognitive presence, social presence, and teaching presence.</td>
</tr>
</tbody>
</table>
One weakness of ChatGPT is lack of higher-order thinking skills (Rudolph et. Al., 2023). However, if a prompt is specific enough to direct ChatGPT to perform some higher-order thinking skills such as comparison or contract, it will. For example, receiving a prompt like *What are the differences in the design of an online COI-based on learning environment and the design of an in-person COI-based learning environment*, ChatGPT can produce a response that compares several perspectives between the two types of COI designs.

Another type of prompt is interactive prompts. That is, the user and ChatGPT interact with a prompt-response-prompt-response cycle several times to reach a final or combined response content that is more accurate and reliable (Liu & Gibson, 2023). The interactive prompts are the typical two-way learning process, and the prompts mostly follow the contents or questions presented in the responses.

Educators’ attentions have focused on what ChatGPT can produce, and to what extent the information it produced is at least correct and useful. In this study, the three types of prompts (general, specific, and interactive) and the responses generated from each type of prompt are examined regarding the presence of the six feature components.
3. Methodology

3.1. Purpose and Research Questions

The purpose of this study is to explore: (a) whether necessary feature components of text-information are provided in ChatGPT responses that are derived from different types of prompts, and (b) to what extent the presence of the feature components can influence the quality of response information regarding its accuracy and reliability. Three research questions were used to guide through the study and the analysis of the ChatGPT response contents:

1. Are the proportions associated with responses derived from general, specific, and interactive prompts the same between those with and without the presence of a certain feature component? – the six feature content components examined in this question are: concept and definition, procedure, example, comparison or contrast, deductive or inductive argument, and summary.

2. Can the probability that a ChatGPT response is accurate and reliable be predicted by the presence of any of the six feature content components — concept and definition, procedure, example, comparison or contrast, deductive or inductive argument, and summary?

3. To what extent do the significant feature components (if any from question 2) influence the probability of a ChatGPT response to be accurate and reliable?

3.2. The Sample and Data Collection

Sample. The sample of this study consisted of 253 ChatGPT responses. They were derived from the questions and prompts described next.

Questions/Prompts. Questions and prompts tested in this study were on the topics of (a) culturally responsive teaching and learning (Liu & David, 2023), (b) community of inquiry, (c) gamification, and (d) instructional design. There were eight initial questions on each topic. For example, one set of questions for gamification were:

1. Explain gamification in simple terms.
2. What are the key concepts of gamification?
3. How can teachers gamify their instruction?
4. Write a checklist for implementing gamification for an in-person classroom.
5. Write a checklist for implementing gamification for an online class.
6. Does gamification improve learning outcomes?
7. How can teachers make their classrooms more engaging through gamification?
8. What are some pitfalls to avoid when implementing gamification?

In these questions, Questions 1, 2, and 3 can be general prompts, which will lead to some overall introduction information. Such information is not necessarily incorrect, but not specific or comprehensive enough for learners to understand the domain. Questions 4, 5 and 7 can be more specific, by which ChatGPT will produce specific information. Questions 6 and 8 can be interactive prompts followed by continual questions of “how,” “what,” or the human-like interactive prompts like:

User: please provide more explanations (general prompt)
ChatGPT: do you mean some examples?
User: yes, an example of social interaction activities in gamification design? (specific prompt)
ChatGPT: one example can be …
Sometime, a question can be turned into an interactive question followed by random questions/prompts aiming at a certain content-point presented in the previous response. Then, with a comprehensive combination or edit, the final “responses” can be more accurate and more informative. In this study, besides the eight initial questions on each topic, some impromptu follow-up questions were often used to continue the “interactive conversations” with ChatGPT. Such interactive conversations were then combined into a final response as the result of a series of interactive prompts, which was coded as one case in the data.

The reason to use these very common topics for the exploration was that they were the topics in the courses the author has been teaching. Regarding the accuracy or reliability of the responses, the author was able to quickly evaluate the quality of the responses, and determine whether a response provides correct or useful information for a learner who is not familiar with the topic, and therefore to determine whether a learner can receive useful information, if he/she uses ChatGPT to browse the same content area by himself/herself at another time.

Data Collection Procedures. The author and four graduate students tested the questions/prompts and collected the responses. In a previous pilot exploration, the author found that if ChatGPT was asked a question more than twice at different times, or by different users from different accounts, the response contents were not identical, and some information was presented differently (Liu & Gibson, 2023). Therefore, in this study, the author and the four students used the same questions in each topic area at three different times. After removing invalid responses (e.g., empty response, or with a few words that cannot be coded), 253 responses remained for the data analysis. Among the 253 responses, 85 (33.5%) were from general prompts, 76 (30%) were from specific prompts, and 92 (36.5%) were from a combination of interactive prompts. This study did not sort the responses by the time each prompt was tested and did not examine the difference in responses upon time.

Power Analysis. According to the purpose of the content analysis, and the research questions, a logistic regression analysis should be used for the data analysis. Power analysis for performing a binary logistic regression with independent predictors was conducted. If the odds ratio is expected between 2 and 1.5, a minimum sample size between 225 and 637 should be reasonable (Liu et al., 2019). Therefore, a sample of 253 can be considered a proper sample size for current study.

3.3. Data Coding

The variables used in this study were coded as the following. First, the quality of response (QR) was examined. For a response, a value of 1 was coded for “satisfied” when the response included sufficient information that was correct, accurate, and appropriately addressed the prompt(s). Otherwise, a value of zero was coded for an “unsatisfied” response.

Then, the feature component variables were coded by examining whether two criteria were met: (a) the feature component should be presented in the responses, and (b) the feature component should be presented with clear and accurate information related to the prompt. For each of the six feature component variables, concept and definition (CD), procedure (P), example (E), comparison or contrast (CC), deductive or inductive argument (DI), and summary (S), a value of 1 (Yes) was given if both criteria were met. Otherwise, a value of zero (No) was given. The definitions and descriptions of the feature components are described in Section 2. Table 1 shows the coding values for the variables.
3.4. Intrarater Reliability Analysis for the Coding

The coding for the quality of response and the six feature component variables was first completed using all 253 responses. After two months, the author revisited the data to check the reliability of the initial round of coding. According to Landis and Koch, 15% of the total number of the data will be considered as appropriate for the intrarater reliability check (Landis & Koch, 1977). In this study, the author decided to use 25% of the total 253 responses for the intrarater reliability analysis; 63 responses were randomly selected and recoded.

An intrarater reliability analysis using Cohen’s Kappa statistic was conducted to determine the agreement of the coding results for the variables between the two coding periods (Cohen, 1960). Table 2 shows the intrarater reliabilities for the coding periods regarding the seven variables. A value of Kappa between .40 and .59 is considered moderate, between .60 and .79 is considered substantial, and above .80 is considered outstanding (Landis & Koch, 1977). Based on this guideline, the levels of agreement between the two coding periods regarding the seven variables were generally very good (as the values of Kappa ranged from .700 to .840).

### Table 1

**Variable Coding**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>(QR) – Quality of Response</td>
<td>Satisfied</td>
</tr>
<tr>
<td>(CD) – Concept &amp; Definition</td>
<td>Yes</td>
</tr>
<tr>
<td>(P) – Procedure</td>
<td>Yes</td>
</tr>
<tr>
<td>(E) – Example</td>
<td>Yes</td>
</tr>
<tr>
<td>(CC) – Comparison or Contrast</td>
<td>Yes</td>
</tr>
<tr>
<td>(DI) – Deductive or Inductive</td>
<td>Yes</td>
</tr>
<tr>
<td>(S) – Summary</td>
<td>Yes</td>
</tr>
</tbody>
</table>

### Table 2

**Levels of Agreement between Coding Periods (N = 63)**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Kappa Coefficient</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(QR) – Quality of Response</td>
<td>.802</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(CD) – Concept &amp; Definition</td>
<td>.741</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(P) – Procedure</td>
<td>.700</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(E) – Example</td>
<td>.840</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(CC) – Comparison or Contrast</td>
<td>.803</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(DI) – Deductive or Inductive</td>
<td>.804</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(S) – Summary</td>
<td>.738</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
4. Data Analysis and Results

Data analyses for this study were undertaken for each research question. For research question 1, Chi-Square tests were conducted, and for research questions 2 and 3, a logistic regression analysis was performed. The data analysis procedures and results are reported as follows.

4.1. Data Analysis and Results for Research Question 1

Question 1. Are the proportions associated with responses derived from general, specific, and interactive prompts the same between those with and without the presence of a certain feature component?

In the data analysis for research question 1, each of the six feature component variables (concept and definition, procedure, example, comparison or contrast, deductive or inductive argument, summary) was examined with Chi-Square ($\chi^2$) tests by the three types of the responses that were derived from general, specific, and interactive prompts. That is, six 2 x 3 ($\chi^2$) tests were conducted, in which

- The Row Variable (A) = each of the feature component variables, with 2 categories (a1 = presented, a2 = not presented)
- The Column Variable (B) = the types of responses, with 3 categories (derived from b1 = general, b2 = specific, and b3 = interactive prompts)

The results from all six ($\chi^2$) tests are described next, including overall ($\chi^2$) test results, and follow up comparison test results.

**Concept and Definition by Type of Response.** The overall ($\chi^2$) test result was significant: $\chi^2 (2, N=253) = 15.980, p < .001$, and effect size Cramer’s $V = .231, p < .001$, indicating that the proportions of the three types of responses (derived from general, specific and interactive prompts) were significantly different between those with or without the presence of the key concepts and accurate definitions. In 85 responses from general prompts (b1), 40 (47.1%) presented the concept and definition, and 45 (52.9%) did not. In 76 responses from specific prompts (b2), 52 (68.4%) were with the presence of concept and definition, and 24 (31.6%) were without. In 92 responses from interactive prompts (b3), 69 (75.0%) included concept and definitions, and 23 (33.5%) did not.

Among the three types of responses, follow up comparison Chi-square tests were conducted. First, the proportions of responses that presented concept and definition were significantly different between b1 and b2 responses: $\chi^2 (1, N=161) = 7.477, p = .006$, and effect size Phi ($\phi$) = .215, $p = .006$. Second, the proportions of responses that presented concept and definition were significantly different between b1 and b3 responses: $\chi^2 (1, N=177) = 14.579, p < .001$, and effect size Phi ($\phi$) = .287, $p < .001$. Third, the proportions of responses that presented concept and definition were NOT significantly different between b2 and b3 responses: $\chi^2 (1, N=168) = 0.894, p = .344$, and effect size Phi ($\phi$) = .073, $p = .344$ (See Table 3).

**Procedures by Type of Response.** The overall ($\chi^2$) test result was significant: $\chi^2 (2, N=253) = 11.966, p = .003$, and effect size Cramer’s $V = .217, p = .003$, indicating that the proportions of the three types of responses (derived from general, specific and interactive prompts) were significantly different between those with or without the presence of careful described procedures. In 85 responses from
general prompts (b1), 47 (55.3%) presented the procedures, and 38 (44.7%) did not. In 76 responses from specific prompts (b2), 56 (73.7%) were with the presence of careful described procedures, and 20 (26.3%) were without. In 92 responses from interactive prompts (b3), 72 (78.3%) included description of the procedures, and 20 (21.7%) did not.

Among the three types of responses, follow up comparison Chi-square tests were conducted. First, the proportions of responses that presented procedures were significantly different between b1 and b2 responses: $\chi^2(1, N=161) = 5.888, p = .015$, and effect size Phi ($\phi$) = .191, $p = .015$. Second, the proportions of responses that presented the procedures were significantly different between b1 and b3 responses: $\chi^2(1, N=177) = 10.578, p < .001$, and effect size Phi ($\phi$) = .244, $p < .001$. Third, the proportions of responses that presented procedures were NOT significantly different between b2 and b3 responses: $\chi^2(1, N=168) = 0.481, p = .488$, and effect size Phi ($\phi$) = .053, $p = .488$ (See Table 3).

**Example by Type of Response.** The overall ($\chi^2$) test result was significant: $\chi^2(2, N=253) = 12.040, p = .002$, and effect size Cramer’s $V = .218, p = .002$, indicating that the proportions of the three types of responses (derived from general, specific and interactive prompts) were significantly different between those with or without the presence of appropriate or sufficient examples. In 85 responses from general prompts (b1), 45 (52.9%) presented comparison or contrast descriptions, and 40 (47.1%) did not. In 76 responses from specific prompts (b2), 56 (73.7%) were with the presence of comparison or contrast contents, and 20 (26.3%) were without. In 92 responses from interactive prompts (b3), 62 (67.4%) included comparison or contrast descriptions, and 30 (32.6%) did not.

Among the three types of responses, follow up comparison Chi-square tests were conducted. First, the proportions of responses that presented appropriate examples were significantly different between b1 and b2 responses: $\chi^2(1, N=161) = 11.002, p < .001$, and effect size Phi ($\phi$) = .261, $p < .001$. Second, the proportions of responses that presented appropriate examples were significantly different between b1 and b3 responses: $\chi^2(1, N=177) = 6.069, p = .014$, and effect size Phi ($\phi$) = .185, $p = .014$. Third, the proportions of responses that presented examples were NOT significantly different between b2 and b3 responses: $\chi^2(1, N=168) = 1.034, p = .309$, and effect size Phi ($\phi$) = .078, $p = .309$ (See Table 3).

**Comparison or Contrast by Type of Response.** The overall ($\chi^2$) test result was significant: $\chi^2(2, N=253) = 8.087, p = .018$, and effect size Cramer’s $V = .179, p = .018$, indicating that the proportions of the three types of responses (derived from general, specific and interactive prompts) were significantly different between those with or without the presence of comparison or contrast descriptions. In 85 responses from general prompts (b1), 45 (52.9%) presented comparison or contrast descriptions, and 40 (47.1%) did not. In 76 responses from specific prompts (b2), 56 (73.7%) were with the presence of comparison or contrast contents, and 20 (26.3%) were without. In 92 responses from interactive prompts (b3), 62 (67.4%) included comparison or contrast descriptions, and 30 (32.6%) did not.

Among the three types of responses, follow up comparison Chi-square tests were conducted. First, the proportions of responses that presented appropriate comparison or contrast were significantly different between
b1 and b2 responses: \( \chi^2 (1, N=161) = 7.385, p = .007 \), and effect size Phi (\( \phi \)) = .214, \( p = .007 \). Second, the proportions of responses that presented appropriate comparison or contrast were significantly different between b1 and b3 responses: \( \chi^2 (1, N=177) = 3.859, p = .049 \), and effect size Phi (\( \phi \)) = .148, \( p = .049 \). Third, the proportions of responses that presented comparison or contrast were NOT significantly different between b2 and b3 responses: \( \chi^2 (1, N=168) = 0.788, p = .375 \), and effect size Phi (\( \phi \)) = .069, \( p = .375 \) (See Table 3).

**Deductive or Inductive by Type of Response.** The overall \( \chi^2 \) test result was significant: \( \chi^2 (2, N=253) = 24.249, p < .001 \), and effect size Cramer’s \( V = .310, p < .001 \), indicating that the proportions of the three types of responses (derived from general, specific and interactive prompts) were significantly different between those with or without the presence of deductive or inductive arguments or descriptions. In 85 responses from general prompts (b1), 33 (38.8%) presented deductive or inductive arguments, and 52 (61.2%) did not. In 76 responses from specific prompts (b2), 55 (72.4%) were with the presence of deductive or inductive contents, and 21 (27.6%) were without. In 92 responses from interactive prompts (b3), 64 (69.6%) included deductive or inductive descriptions, and 28 (30.4%) did not.

Among the three types of responses, follow up comparison Chi-square tests were conducted. First, the proportions of responses that presented appropriate deductive or inductive arguments were significantly different between b1 and b2 responses: \( \chi^2 (1, N=161) = 18.218, p < .001 \), and effect size Phi (\( \phi \)) = .336, \( p < .001 \). Second, the proportions of responses that presented appropriate deductive or inductive contents were significantly different between b1 and b3 responses: \( \chi^2 (1, N=177) = 18.875, p < .001 \), and effect size Phi (\( \phi \)) = .309, \( p < .001 \). Third, the proportions of responses that presented deductive or inductive contents were NOT significantly different between b2 and b3 responses: \( \chi^2 (1, N=168) = 0.158, p = .691 \), and effect size Phi (\( \phi \)) = .031, \( p = .691 \) (See Table 3).

**Summary by Type of Response.** The overall \( \chi^2 \) test result was significant: \( \chi^2 (2, N=253) = 16.628, p < .001 \), and effect size Cramer’s \( V = .256, p < .001 \), indicating that the proportions of the three types of responses (derived from general, specific and interactive prompts) were significantly different between those with or without the presence of a comprehensive summary. In 85 responses from general prompts (b1), 37 (43.5%) presented a summary, and 48 (56.5%) did not. In 76 responses from specific prompts (b2), 34 (44.7%) were with the presence of a well described summary, and 42 (55.3%) were without. In 92 responses from interactive prompts (b3), 65 (70.7%) included a summary, and 27 (29.3%) did not.

Among the three types of responses, follow up comparison Chi-square tests were conducted. First, the proportions of responses that presented a summary were NOT significantly different between b1 and b2 responses: \( \chi^2 (1, N=161) = 0.024, p = .878 \), and effect size Phi (\( \phi \)) = .012, \( p < .878 \). Second, the proportions of responses that presented appropriate a well described summary were significantly different between b1 and b3 responses: \( \chi^2 (1, N=177) = 13.310, p < .001 \), and effect size Phi (\( \phi \)) = .274, \( p < .001 \). Third, the proportions of responses that presented deductive or inductive contents were significantly different between b2 and b3 responses: \( \chi^2 (1, N=168) = 11.549, p < .001 \), and effect size Phi (\( \phi \)) = .262, \( p < .001 \) (See Table 3).
### Table 3
Follow-up Comparison Chi-Square Results

<table>
<thead>
<tr>
<th>Variable A</th>
<th>Types of Responses (From the Three Types of Prompts)</th>
<th>Chi-Square Results $df = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable Bs</td>
<td>$a1$ General</td>
<td>$a2$ Specific</td>
</tr>
<tr>
<td>Concept &amp; Definition</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Procedure</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Example</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparison or Contrast</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deductive or Inductive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Summary</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
1. (*), all the Phi ($\phi$) tests had the same significant level of p as in each of the $\chi^2$ tests.
2. Shaded cells indicated the types of prompts in each $\chi^2$ test.

In Chi-square test, effect size Phi ($\phi$) is used for 2 by 2 tests, and Cramer’s V is used for tests in which either the row variable or column variable (or both) is more than two categories, (e.g., in this study, the 2 by 3 test in this study). For both tests, the values about .10, .30, and .50 were considered a relatively small, medium, and large association respectively (Sprent & Smeeton, 2007) between the row and column variables (e.g., types of responses and each feature component variable in this study).

The overall results showed a pattern that responses derived from specific or interactive prompts tended to present more feature content components that may help users to understand the contents in a certain domain than the responses derived from general prompts.

### 4.2. Data Analysis and Results for Research Questions 2 and 3
**Question 2.** Can the probability that a ChatGPT response is accurate and reliable be predicted by the presence of any of the six feature content components — concept and definition, procedure, example, comparison or contrast, deductive or inductive argument, and summary?

**Question 3.** To what extent do the significant feature components (if any from question 2) influence the probability of a ChatGPT response to be accurate and reliable?

For research questions 2 and 3, logistic regression analyses were conducted. The six feature component variables were used as the explanatory variables, and the quality of response was the response variable. The frequencies for each variable are shown in Table 4.

**Table 4**

Frequencies

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(QR) – Quality of Response (RV)</td>
<td>168</td>
<td>85</td>
</tr>
<tr>
<td>(CD) – Concept &amp; Definition (EV)</td>
<td>161</td>
<td>92</td>
</tr>
<tr>
<td>(P) – Procedure (EV)</td>
<td>175</td>
<td>78</td>
</tr>
<tr>
<td>(E) – Example (EV)</td>
<td>144</td>
<td>109</td>
</tr>
<tr>
<td>(CC) – Comparison or Contrast (EV)</td>
<td>163</td>
<td>90</td>
</tr>
<tr>
<td>(DI) – Deductive or Inductive (EV)</td>
<td>152</td>
<td>101</td>
</tr>
<tr>
<td>(S) – Summary (EV)</td>
<td>136</td>
<td>117</td>
</tr>
</tbody>
</table>

*Note: RV—Response Variable, EV—Explanatory Variable*

In the first logistic regression analysis, all six feature component variables were included. Results showed that one explanatory variable, Comparison or Contract (CC), was not significant (Wald $\chi^2 = 1.919$, $p = .166$). Therefore, it was removed from the model. The second logistic regression analysis was conducted with the other five explanatory variables as shown in Table 5.

Model summary results showed that the model with these five explanatory variables was significant ($\chi^2 = 85.588$, $p < .001$) and accounted for about 39.8% of the variation in the response variable (Nagelkerke $R^2 = .398$), indicating that this model significantly predicts group membership. The Hosmer and Lemeshow Goodness-of-Fit Statistic of 7.298 ($p = .505$) was not significant, indicating that the hypothesis that the model provides a good fit of data should be accepted. Specifically, 52 out of 85 unsatisfied responses (61.2%), 145 out of 186 satisfied responses (86.3%), and a total of 197 out of 253 responses (77.9%) were correctly predicted by the model.
The logistic regression results were shown in Table 5. A significant Wald chi-square value for a given variable indicates that the variable is significantly related to the response variable. As shown in Table 5, the Wald chi-square values are significant for all five explanatory variables. Therefore, all five explanatory variables are included in the model equation. The Parameter Estimate generates the estimated coefficients of the fitted logistic regression model, and they are used to formulate the following logistic regression equation (1):

\[
\text{logit } (\hat{p}) = -2.364 + 0.868(CD) + 1.334(P) + 0.898(E) + 1.386(DI) + 0.713(S) \tag{1}
\]

The sign (\(\hat{p}\)) indicates an estimated probability value (also called log odds) for the response variable Quality of Response (QR) to be 1, and logit represents logit transformation of the event probability.

An estimated coefficient indicates the contribution that explanatory variable makes to the possibility of the response variable being 1. For example, when the variable Concept and Definition (CD) is 1 (that is, when the concept and definition is clearly presented in the responses), the logit transformation of event probability (that a response presents accurate and reliable information with satisfied quality) increases by 0.868 (see Table 5). The estimated coefficients for the other four explanatory variables can be interpreted similarly.

Odds ratio is another statistic to explain the contribution of an explanatory variable to the model. If the odds ratio for a given explanatory variable is larger than 1, the probability of the response variable being 1 increases because of the presence of that explanatory variable. For example, the odds ratio for variable Concept and Definition (CD) is 2.381 (see Table 5), indicating that a response would be 2.381 times more likely to present accurate and reliable information with satisfied quality if clear and well formulated concept and definition are presented, compared to responses that do not
have concept and definitions presented. If the odds ratio is smaller than 1, the probability of the response variable being 1 decreases (that is, the probability that a response presents accurate and reliable information with quality decreases when that explanatory variable exists). As seen in Table 5, all five odds ratio values are larger than 1 (ranged from 2.041 to 3.998), therefore, all five variables positively contribute to a response with satisfied quality of information.

According to the results, a predictive model can be summarized as in the following model function equation (2) in Figure 3:

\[
P (QR=1) = f[CD, P, E, DI, S] \]

Where:
- QR = Quality of Response, \( P (QR=1) \) = Probability that QR provides satisfied quality
- \( f[...] \) indicates “a function of …”
- CD = Concept and Definition, P = Procedure, E = Example,
- DI = Deductive or Inductive, S = Summary

**Figure 3**
The predictive model function of quality of response (QR)

The model function reads “the probability that a response provides satisfied quality is a function of the five feature component variables: concept and definition, procedure, example, deductive or inductive argument, and summary.”

**4.3. Summary of Findings**

In summary, first, the three types of prompts (general, specific, and interactive) can lead to responses with different qualities. ChatGPT responses derived from specific and interactive prompts demonstrate the inclusion of more feature components with more in depth information. Second, five feature components variables (Concept & Definition, Procedure, Example, Deductive or Inductive, and Summary) are significant influential variables, which can be used to predict the probability that a response presents accurate and reliable information with satisfied qualities. The question is: what does this mean to educators and researchers?

**5. Open-Ended Discussions and Conclusions**

ChatGPT has just come to educators for about seven months, and the exploratory practice in the field has just started. Many current publications are position papers or suggested “how-to” papers (Adiguzel et al., 2023; Choi et al., 2023). Even in this present study, although significant results are found, there are still limitations and uncertainties. The author is closing this article with the following open-ended discussions that potentially reach some open-ended conclusions from several perspectives of using ChatGPT: (a) what users ask – prompts, two-way learning process, and a catch-22 dilemma, (b) what users get – quality of the information, (c) effect size and further assessment, and (d) a theoretical framework to integrate ChatGPT into Education.
5.1. Prompts, Two-Way Learning, and a Catch-22

In this study, the results indicate that specific and interactive prompts for the user-ChatGPT conversation have led to responses with more feature components, and more accurate and reliable information. However, specific prompts require an understanding of the knowledge domain, and interactive prompts require even more in-depth understanding of two or more steps further regarding the knowledge or conversation. When human feedback constantly provides the data and information based on which the language model is trained, ChatGPT learns and generates more meaningful information for users to learn (Farrokhnia et al., 2023).

Meanwhile, a catch-22 dilemma seems obvious. On one hand, if a user does not have the knowledge, he/she may not be able to ask meaningful questions, or start any specific/interactive prompts, and hence, he/she may not receive appropriate information from ChatGPT. On the other hand, if a user has already had the knowledge to ask the right questions, initiate the appropriate prompts, or develop informative conversations, he/she may not really need to chat with the GPT or learn from what it can provide.

Random or impromptu prompts will not lead to responses with in-depth information. Therefore, careful design on the prompts is a sufficient and necessary condition to the success of using ChatGPT for knowledge learning. An open-ended question for an educator may be: How should the criteria to evaluate the “success” be connected to the design of different types of prompts (e.g., general, specific, interactive, linear-layered, nonlinear layered, or higher order thinking aligned)?

5.2. Quality of Responses

In this study, when coding the quality of ChatGPT responses, the author realized that some responses only provided knowledge contents at the surface level of the domain knowledge, even though the contents are accurate, clear, and appropriately addressed the prompts, and major feature components are included. The author conducted this analysis from the perspective of a teacher to look at what ChatGPT can produce, based on the fact that she is familiar with the knowledge domain, as the four topics are in the teaching contents from her courses. Compared with student learning objectives set in the courses on the four topics or subtopics under each, some responses mostly are like those for your information (FYI) or for your reference (FYR).

The FYI or FYR contents can be a start point of learning, however, at current time ChatGPT responses should not be used as the ONLY resource for student learning, it may work well with additional resources of literature and learning materials. To explore the positive use of ChatGPT for learning, some open-ended questions for an educator may be: What information produced by ChatGPT is important or valuable, and should be included in current teaching materials? What information is not valid for learning, so should not be used by students?

5.3. Effect Size and Further Assessment

In Chi-square tests, the effect size statistics Cramer’s V and Phi (\(\phi\)) explain the degree of association between the row variable (feature component variable) and column variable (response from three types of prompts). In this study, the values of effect size Cramer’s V for overall Chi-square tests ranged from .179 to .310. The values of effect size Phi (\(\phi\)) for all
the follow up comparison tests ranged from .148 to .336 for the significant results (Table 3). Both ranges indicate medium degree of the association between the two variables.

In a logistics regression analysis, odds ratio is an effect size statistic to explain the contribution of a predictor to the model. In this study, odds ratios of the five predictors ranged from 2.041 to 3.998 (Table 5), revealing their positive influence on the probability of a ChatGPT response having a desired quality. All the odds ratios are larger than 1, indicating that all explanatory variables positively contribute to the variation of the response variable.

It is not likely to compare the range of effect size from similar studies in recent literature. The author did not find relevant literature on similar ChatGPT related studies that examine the effect size of Cramer’s V, Phi (φ), and odds ratio. In further studies, assessment on ChatGPT related learning will be a widely explored area. An open-ended question for researchers may be: to what extent could the consistence of effect size among ChatGPT related studies be likely reached?

5.4. A Brief Theoretical Framework

In the history of technology development, every time a new technology/tool comes to the field, educators are confronted with wonders, concerns, or issues that eventually lead to a series of decisions for them to make (Liu et al., 2019; Liu & Velasques-Bryant, 2003). A summary of three design models may provide a fundamental theoretical framework to guide educators’ practice and researchers’ further studies.

First, an ITD technology integration model merges the design among three dimensions (Information, Technology, and Design). It was promoted by Liu and Velasques-Bryant (2003), and has been examined, tested, and updated into a dynamic design model (Liu, 2017). Studies have shown that any technology integration case would not be successful if any single one dimension of the model was missing. Second, the ADDIE design model (Gagné et al., 2005) has been applied in the field over decades. It includes five phases of design (Analysis, Design, Development, Implementation, and Evaluation) and all the tasks under each phase. It was promoted into a dynamic design model, which worked effectively as well (Liu, 2017). Third, a new theoretical framework (Gibson et al., 2023) for AI-promoting learning processes at three levels (Micro-level of individual learner, Meso-level of team activity, and Macro-level for larger emergent cultural entities) now can be used as theoretical guidance for the design of integrating ChatGPT at the three levels.

All three approaches of design in technology integration together formulate a comprehensive and practical theoretical framework. This framework provides overall guidance, strategies, and instructions for the integration of ChatGPT into teaching and learning. Findings from the present study also reveal one specific key point of such design. That is, the design of prompts is a crucial key to promote more positive use of ChatGPT in learning.

5.5. Limitations and Further Studies

Limitations. One limitation of this study is that it focuses only on the text-response contents for knowledge learning in the four topics: culturally responsive teaching and learning, community of inquiry, gamification, and instructional design. Other types of using ChatGPT are not included in this study (such as composition writing, calculation, programing, solving problems, critique and
Another limitation is that the analysis and results are based on the responses which to certain extent are lacking in-depth knowledge or information (as described in section 5.2.), since that is what ChatGPT can produce at the time. Based on such information, it is not very convincing to make implications about ChatGPT based learning or judgements on the use of ChatGPT in general. Further studies to examine the quality of responses in different ways will need to continue.

Also, this study only serves as an initial pilot, mainly exploring the positive use of ChatGPT. It does not address concerns about some negative use of ChatGPT, such as plagiarism (Kasneci et al., 2023; Qadir, 2022); they are beyond the purpose of present study.

Future Studies. ChatGPT related research is a relatively new area. The open-ended questions raised in previous sections (e.g., in sections 5.1., 5.2., and 5.3.) can be expanded into branches of educational research agenda for future studies. For example, studies can be on: (a) examining the success of using ChatGPT in learning, (b) content analysis on the quality of ChatGPT responses, (c) modeling in design and integration, (d) analyzing effect sizes in ChatGPT related studies, (e) measurement and assessment of AI-based learning – instrument development, (f) methods to promote dynamic user-ChatGPT two-way learning, (g) collaborative learning with ChatGPT, (h) using ChatGPT for interdisciplinary studies, (i) interactive use of AI-tools in education, and more.

Finally, back to the basics, the ideas or research agenda used in technology integration or instructional design and technology over years can still be applicable, except that ChatGPT is another new technology tool with its unique features and functions. This study tends to serve as an initial exploration that hopefully opens more paths for further studies. It is the author’s wish that the findings from this study can be of reference to other educators and researchers when they are to explore the effective use of ChatGPT in their work.
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