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Ethical Requirements for Achieving Fairness in Radiology Machine Learning:  

An Intersectionality and Social Embeddedness Approach 
 

Dessislava S. Fessenko 

Harvard Medical School 
 

ABSTRACT 
Radiodiagnostics by machine-learning (ML) systems is often perceived as objective and fair. It may, 
however, exhibit bias towards certain patient sub-groups. The typical reasons for this are the selection 
of disease features for ML systems to screen, that ML systems learn from human clinical judgements, 
which are often biased, and that fairness in ML is often inappropriately conceptualized as “equality”. ML 
systems with such parameters fail to accurately diagnose and address patients’ actual health needs and 
how they depend on patients’ social identities (i.e. intersectionality) and broader social conditions (i.e. 
embeddedness). This paper explores the ethical obligations to ensure fairness of ML systems precisely 
in light of patients’ intersectionality and the social embeddedness of their health. The paper proposes a 
set of interventions to tackle these issues. It recommended a paradigm shift in the development of ML 
systems that enables them to screen both endogenous disease causes and the health effects of 
patients’ relevant underlying (e.g. socioeconomic) circumstances. The paper proposes a framework of 
ethical requirements for instituting this shift and further ensuring fairness. The requirements center 
patients’ intersectionality and the social embeddedness of their health most notably through (i) 
integrating in ML systems adequate measurable medical indicators of the health impact of patients’ 
circumstances, (ii) ethically sourced, diverse, representative and correct patient data concerning 
relevant disease features and medical indicators, and (iii) iterative socially sensitive co-exploration and 
co-design of datasets and ML systems involving all relevant stakeholders. 
 
Keywords: Machine Learning; Fairness; Justice; Ethical Requirements; Radiology 
 

INTRODUCTION 
Machine learning (ML) systems find an ever greater application in clinical care settings for healthcare 
monitoring, diagnostics and risk management (Bates & Zimlichman, 2015; Chen et al., 2024; 
Obermeyer et al., 2019). In radiology specifically, ML systems are used to assist with or augment 
clinicians’ work in a variety of image acquisition, analysis, interpretation, diagnostics and decision 
support tasks (Hanneman et al., 2024; Yu et al., 2024). A key driver of this wider adoption appears to be 
the expectation -- or at least the perception—that ML systems could outperform clinicians in image 
interpretation and precisions (Pot et al., 2021; Satariano et al., 2023; Yu et al., 2024). The so-called 
“automation bias”—humans’ proclivity to “overestimate the validity and the predictive power of the 
information produced  by an automated system” (Pot et al., 2021, p. 7)—has endowed ML systems with 
an aura of objectivity and fairness (Pot et al., 2021).  However, this aura may not be entirely justified. A 
major challenge to the fulfillment of these high hopes has proven to be the prevalence in ML systems of 
bias and the associated unfair outcomes (Gichoya et al., 2022, 2023; Hanneman et al., 2024; Pot et al., 
2021).   Empirical research has systematically documented the persistence in ML systems of bias 
towards and unfair treatment of  historically underserved patient populations, including in radiology 
(Obermeyer et al., 2019; Gichoya et al., 2023; Seyyed-Kalantari et al., 2020, 2021; Pierson et al., 2021; 
Beheshtian et al., 2023; Bernhardt et al., 2022; Mukherjee et al., 2022).  The inadequate healthcare 
access and treatment that ML bias specifically leads to has raised ethical concerns about the overall 
unfairness induced or perpetuated by ML systems. 

This background triggers the question of how fairness in ML could be achieved. This paper 
analyzes the problem in further detail and proposes possible solutions. To this end, three sets of issues 
have been examined. The first set is technical and concerns the types of standard parameters of ML 
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models that habitually yield bias and unfairness. The second set of questions is conceptual and seeks to 
reconcile the essence and inherent purpose of fairness under the dominant philosophical theories in 
order to illuminate possible shared meaning and objectives that could serve as a common theoretical 
ground for the design of fairness in ML. The third set of questions relates to the specific ethical 
requirements that healthcare providers and ML developers should meet in order to realize the essence 
and objective of fairness when building or using their ML systems.   
 

RESEARCH METHODOLOGY 
Systematic literature review and analysis were conducted of: 

• Relevant publications on the technical set of questions described above (Barocas et al., 2019; 
Binns, 2020, 2021; Cooper et al., 2021; Rajkomar et al., 2018; Pierson et al., 2021; Gichoya et al., 
2023; Holzinger et al., 2019; Pot et al., 2021; Mittelstadt et al., 2023; Mukherjee et al., 2022; 
Seyyed-Kalantari et al., 2020, 2021; Bernhardt et al., 2022; Beheshtian et al., 2023);  

• Relevant monographies and manuscripts regarding the essence and purposes of justice and 
fairness according to utilitarianism (Mill, 1864, 2008), republicanism and libertarianism (E. 
Anderson, 2015), liberal egalitarianism (Daniels, 2001; Gomberg, 2010; Hsieh & Department of 
Philosophy, Florida State University, 2005; Rawls, 1971), narrow, broad and strict conceptions of 
equality (Arneson, 2018; Barry, 2005; John, 1970; Mittelstadt et al., 2023; Rae, 1981; Roemer, 
1995), relational egalitarianism (E. Anderson, 2010, 2012; E. S. Anderson, 1999; Voigt & Wester, 
2015), capabilities theories (Powers, 2019; Sen, 1995), non-ideal and relational theories (Baylis 
et al., 2008; Bennett & Keyes, 2020; Hoffmann, 2019; Llewellyn & Downie, 2012; Sherwin & 
Feminist Health Care Ethics Research Network, 1998; Young, 2011; Young & Nussbaum, 2011),  
and communitarianism (MacIntyre, 2013; Sandel, 2010); 

• Relevant publications regarding the ethical requirements for ensuring fairness in ML systems 
(Barocas et al., 2019; Benjamin, 2019; Bennett & Keyes, 2020; Birhane, 2021; Cavaliere et al., 
2019; Dignum, 2022; Faden et al., 2013; Farmer, 2004; Gichoya et al., 2023; Hoffmann, 2019; 
London, 2019, 2022; Malanga et al., 2018; McDougall, 2019; Metcalf & Crawford, 2016; 
Mühlhoff, 2023; Ravitsky, 2024; Sauer et al., 2022; Sherwin & Feminist Health Care Ethics 
Research Network, 1998; Voigt, 2019; Voigt & Wester, 2015; Xiang, 2021; Zook et al., 2017). 

 

FINDINGS 
Technical Aspects 
The relevant technical literature singles out the choice of three key model parameters of ML systems as 
lead causes for bias and unfairness. The first one is the selection of disease features that radiology ML 
systems monitor in order to predict outcomes. Typically, ML systems measure standard endogenous 
disease characteristics, and fail to track external aggravating factors (Cooper et al., 2021, p. 5; Gichoya 
et al., 2023; Holzinger et al., 2019; Pot et al., 2021, pp. 8–10). For example, standard methods for 
diagnosing osteoarthritis measure causes within the knee, such as radiological severity or structural 
damages, but do not track causes external to the knee, such as life stress leading to higher experienced 
pain (Pierson et al., 2021). The failure of ML systems to track all relevant disease factors, including 
external ones, results in underdiagnoses, and treatment and overall health disparities (Bernhardt et al., 
2022; Pierson et al., 2021; Seyyed-Kalantari et al., 2020, 2021). 

The second key model parameter of significance to fairness in radiology ML systems is the type 
of data that they learn from. This is often data that contains some sort of a clinical judgements, i.e. how 
a clinician has diagnosed or would diagnose or classify a disease characteristics or a condition (e.g. 
radiological severity of knee osteoarthritis). The approach of learning from physicians’ clinical 
judgments practically imbues implicit human bias into the data and thus into the assessment of ML 
systems (Gichoya et al., 2023; Pierson et al., 2021; Pot et al., 2021).  
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The third key model parameter that determines the fairness of ML systems is the technical 
notion and the statistical measurements of fairness incorporated into the systems. Recent research has 
revealed that fairness in ML is often technically conceptualized and statistically measured as equal 
predictive accuracy across sub-groups of patients (Barocas et al., 2019, pp. 79–101; Binns, 2020, 2021; 
Cooper et al., 2021, p. 4; Rajkomar et al., 2018; Seyyed-Kalantari et al., 2020, 2021). This means that 
whether a system is fair is judged by how the prediction rates in one sub-group of patients (e.g. Whites) 
compares (e.g. equates or not) with the prediction rate in another sub-group (e.g. Black patients). In this 
way, the widely adopted technical notion and statistical measures of fairness in ML implement a 
particular conception of the principle of justice. This conception entails strict equality based on some 
sort of parity (most often statistical or demographic) among subgroups of patients (Binns, 2020, 2021; 
Cooper et al., 2021; Mittelstadt et al., 2023; Seyyed-Kalantari et al., 2020, 2021). These technical notion 
and statistical measures have been criticized as inadequate for attaining fairness for two main reasons. 
First, they fail to adequately account for the structural inhibitors of health (Binns, 2020, 2021; Cooper et 
al., 2021; Seyyed-Kalantari et al., 2020, 2021). Second, the equality-based fairness notion and statistical 
measures may result in deterioration of the predictive accuracy of an ML system—and thus 
underdiagnoses—with regard to certain subgroups of patients (Mittelstadt et al., 2023).  

 
Philosophical Aspects  
In light of this criticism, we considered whether another conception of justice might be better suited to 
reconstruct and ultimately meet the demands of justice in practice.  Yet, any conception of justice under 
the various dominant philosophical theories is considered to have its deficiencies and is hence amenable 
to objections (Jennings, 2014, p. 1774; Kymlicka, 2001, p. 1). Moreover, the technical approaches for 
operationalizing these conceptions exhibit various inherent tradeoffs (e.g. in accuracy, 
comprehensiveness, context-sensitivity)  (Binns, 2020, 2021; Birhane, 2021; Cooper et al., 2021; 
Baumann et al., 2023). To try and overcome these constraints and conceptual tensions, it appears 
sensible to establish the ultimate essence and inherent purpose of justice under the dominant theories 
and rely on this core as a common theoretical ground for conceptualizing fairness and tackling all three 
causes above in ML. We therefore further sought to establish this common ground.  

The essence and inherent purpose of justice under the major philosophical theories listed above 
appear to coalesce into a shared meaning and a common objective of respecting one’s inherent moral 
worth. This entails giving due regard to one's self, needs and interests and enabling one’s self-
development, realization and thriving (Mill, 1864, pp. 42–56; Rawls, 1971, pp. 54–57, 78–81; E. S. 
Anderson, 1999, pp. 308–316; E. Anderson, 2012; Sen, 1995, pp. 39–42, 49; Sandel, 2010, pp. 221–242; 
Kymlicka, 2001, pp. 1–5; Scanlon, 2003; Young, 2011, p. 39; Allen, 2023, pp. 16–56). Such due regard in 
particular involves structuring and operating social constructs, systems and practices (such as laws, 
healthcare systems, healthcare delivery) to support human agency and enablement (Allen, 2023, pp. 
32–33; Young & Nussbaum, 2011, pp. 43–74). In this way, justice aims to safeguard, uphold and enhance 
one’s dignity, autonomy and wellbeing. 

In a healthcare context, respect for patients’ inherent moral worth means giving due 
consideration to, i.e. care for, their health needs in ways that enable patients’ functioning and 
flourishing (Daniels, 2001; Farmer, 2004; Sherwin & Feminist Health Care Ethics Research Network, 
1998; Baylis et al., 2008; Llewellyn & Downie, 2012, pp. 63–88; Voigt & Wester, 2015; Powers, 2019, pp. 
3–15). To achieve this, healthcare systems and providers must accurately diagnose and cater to patients’ 
actual needs based on patients’ particular condition, values, life-long preferences and worldviews (as 
opposed to perceived needs based on healthcare providers’ sole assessment) (Farmer, 2004; Shapiro & 
Morley, 2022; Sherwin & Feminist Health Care Ethics Research Network, 1998; Mukherjee et al., 2022). 
In particular, when devising their interventions, healthcare systems and providers should consider and 
address the impact of social determinants of health and other structural impediments to staying healthy 
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and seeking and receiving healthcare (Daniels, 2001; Farmer, 2004; Sherwin & Feminist Health Care 
Ethics Research Network, 1998; Baylis et al., 2008; Llewellyn & Downie, 2012; Voigt & Wester, 2015; 
Powers, 2019). Such structural impediments may include existing social dependencies due to social 
roles (e.g. primary caregiver) or power imbalances (e.g. due to socioeconomic disparities), pervasive 
discrimination based on group affiliation (e.g. sex, race), implicit human bias, etc. Disregarding the 
effects of such external factors on health reinforces their controlling influence and thus further inhibits 
patients’ agency (Llewellyn & Downie, 2012; Sherwin & Feminist Health Care Ethics Research Network, 
1998). Hence, for healthcare interventions to be fair, they need to adequately account for and address 
patients’ actual health needs, including the health effects of the associated aggravating factors, such as 
patients’ underlying personal, health and socioeconomic circumstances.   
 
Applied Ethics Aspects 
The bioethics literature and empirical research also highlight the impact of various contingencies, such 
as patients’ comorbidities, social roles (e.g. caregiver, frontline worker) and social determinants of 
health (e.g. educational attainment, income), on patients’ health and health needs (Daniels, 2001; 
Harvard T.H. Chan School of Public Health, 2024; Nguyen et al., 2020; Voigt & Wester, 2015; Yearby, 
2020). Various scholarship underscores the significance of several interventions for ML fairness. First, 
ML systems must be designed, developed and operate in consideration of the underlying social and 
historical context (e.g. social determinants of health, structural disparities) in which they will be 
deployed (Barocas et al., 2019; Benjamin, 2019; Bennett & Keyes, 2020; Birhane, 2021; Dignum, 2022; 
Faden et al., 2013; Gichoya et al., 2023; Hoffmann, 2019; London, 2019, 2022; Malanga et al., 2018; 
McDougall, 2019; Metcalf & Crawford, 2016; Ravitsky, 2024; Sauer et al., 2022; Xiang, 2021; Zook et al., 
2017).  Furthermore and consequently, training and validation data must be representative of the 
respective patient population and underlying context (Barocas et al., 2019; Bennett & Keyes, 2020; 
Dignum, 2022; Faden et al., 2013; Gichoya et al., 2023; Hoffmann, 2019; London, 2019, 2022; Malanga 
et al., 2018; Metcalf & Crawford, 2016; Mühlhoff, 2023; Ravitsky, 2024; Sauer et al., 2022; Xiang, 2021; 
Zook et al., 2017). Other important instruments for overcoming bias and achieving fairness in ML 
include ensuring diversity, inclusion and deliberation throughout the processes of ML design and 
development (Barocas et al., 2019; Benjamin, 2019; Bennett & Keyes, 2020; Birhane, 2021; Dignum, 
2022; Faden et al., 2013; Hoffmann, 2019; London, 2019, 2022; Malanga et al., 2018; McDougall, 2019; 
Metcalf & Crawford, 2016; Mühlhoff, 2023; Ravitsky, 2024; Sauer et al., 2022; Xiang, 2021). Technical 
robustness of and privacy preservation by ML systems contribute to its fairness by safeguarding the 
accuracy and reliable performance of the systems (Mühlhoff, 2021, 2023). These substantive, procedural 
and organizational guardrails need to be present and operate in conjunction in order to mitigate bias 
and unfair outcomes in ML. 
 

DISCUSSION 
The choice of the three sets of key model parameters discussed above is problematic for ensuring 
fairness in radiology ML systems. On the one hand, these technical approaches fail to consider all 
relevant disease characteristics, including those caused by external factors. On the other hand, the 
approaches do not (sufficiently) consider how these characteristics and factors compound, intersect and 
depend on the patient’s personal, other health and social conditions. As a result, ML systems exhibiting 
these deficiencies cannot accurately diagnose and address patients’ actual health needs and their 
various drivers. These ML systems therefore lack context-sensitivity and appreciation of patients’ 
intersectionality and of the social embeddedness of patients’ health.  

Intersectionality and social embeddedness, however, undergird fairness in fundamental ways. 
Patients’ comorbidities and personal and socioeconomic circumstances influence and sometimes 
profoundly shape patients’ health and health needs (Daniels, 2001; Farmer, 2004; Harvard T.H. Chan 



Original Article                     Journal of Health Ethics 20, no. 1, a. 4   Fall 2024 

Fessenko               Achieving Fairness in Radiology Machine Learning    41 

School of Public Health, 2024; Voigt & Wester, 2015; Yearby, 2020). Addressing these needs is crucial 
for patients’ functioning, agency and flourishing, which are the essence and ultimate shared goal of 
justice under the dominant moral theories, as explained above. To adequately diagnose and address 
patients’ health needs and realize the essence and goal of justice, radiology ML systems must therefore 
incorporate and address not only the endogenous disease causes but also the health effects of patients’ 
relevant personal, health and socioeconomic circumstances (e.g. comorbidities, health determinants). 
That means, ML systems must be designed, developed and used with patients’ intersectionality and the 
social embeddedness of patients’ health in mind. We propose a set of solutions to attain this.  

First, we recommend a paradigm shift in the ways that fairness is conceptualized and designed 
in radiology ML systems. ML developers and users should not merely work from a notion of fairness as 
strict equality when building and deploying ML systems, and should not chiefly aim for equal predictive 
accuracy across subgroups of patients. Rather, ML systems should be designed and operate from the 
shared meaning and inherent purpose of justice as due consideration of patients’ actual health needs. 
This means, ML developers and users should construct and calibrate systems to accurately screen and 
predict patients’ actual health needs. In particular, ML systems should track (including based on self-
reporting) all these disease features that adequately capture these needs, including features (e.g. pain, 
stress) caused by external factors stemming from the patient’s circumstances (e.g. social insecurity) of 
relevance to the treated condition. Moreover, ML systems should be designed to predict patient needs, 
not human clinical judgements. In these ways, ML systems will integrate the relevant context and social 
embeddedness of patients’ health and their intersectionality.  

To institute this paradigm shift and further ensure fairness, we also propose a framework of 
ethical requirements aimed at more context-sensitivity and regard to patients’ intersectionality and 
social situatedness. The requirements are listed in the table below and accompanied by practical 
examples for further clarification. This framework is intended both for direct practical application and in 
support of policy initiates. Healthcare providers and ML developers can consult the framework when 
designing and building radiology ML systems.  Policymakers, standard-setting and industry 
organizations and internal policy teams at AI developers and users can resort to the framework when 
crafting relevant policies, standards, guidelines, codes of conduct and internal governance.  

The proposed ethical requirements center context-sensitivity, intersectionality and social 
embeddedness through five main categories of requirements: (1) integrating in ML systems all relevant 
disease features and their adequate measurable medical indicators, (2) ethically sourced, diverse, 
representative and correct patient data concerning these features and indicators, (3) iterative socially 
sensitive co-exploration and co-design of datasets and ML systems involving all relevant stakeholders, 
including representatives of socially marginalized patient populations, (4) diversity and competence in 
ML teams, and (5) technically robust, privacy-preserving, safe and secure functioning of ML systems 
that safeguards their fair performance and output. 
     
Ethical Requirement Practical Example  

Fairness as Due Regard 

Work from a notion of fairness as 
giving due consideration to 
patients' actual health needs to 
enable patients' functioning and 
flourishing. 

 

ML developers and health providers should not conceptualize 
fairness as some sort of parity (e.g. predictive parity) but as due 
consideration of patients’ actual health needs. Such due 
consideration should encompass all relevant disease features and 
their external aggravating factors. For example: 

Drawing on Pierson et al.’s study on osteoarthritis, for an ML 
system to be fair, it should account for both causes internal to the 
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knee (e.g. radiology severity of osteoarthritis and/or structural 
damages) and causes external to the knee (e.g. life stress that leads 
to higher experienced pain); 

Drawing on Seyyed-Kalantari et al’s study, an ML system should 
account for delays in receiving treatment and how they might have 
exacerbated the health condition. 

Adequate Target Function 

Design the machine learning 
system to predict patients' health 
needs, not clinical judgements.   

AI developers should design a machine learning system to predict 
patients’ actual needs based on all relevant disease features, e.g. 
biomarkers, pain levels, and their external aggravating factors, e.g. 
life stress, social determinants of health, delayed access to 
diagnosis and treatment, as per the examples above. 

 

ML systems should not be designed to predict from human clinical 
judgements, which are often biased, as Seyyed-Kalantari et al. note 
with respect to clinical notes and reports, manual image labeling, 
biased diagnosis by doctors of under-served subpopulations. 

Relevant Target Variables 

Select as target variables relevant 
disease features that capture 
patients' actual health needs and 
all their aggravating (including 
external) factors. Integrate 
corresponding medical indicators 
into the machine learning 
system. 

 

As target variables should be selected relevant disease features 
that reflect both endogenous and external factors and accurately 
and comprehensively reflect patients’ actual health needs, such as: 

Drawing on Pierson et al.’s, radiology severity of osteoarthritis, 
structural damages in the knee and self-reported pain levels; 

Drawing on Seyyed-Kalantari et al, less regular / significantly 
delayed medical check-ups as an indicator of possible under-
diagnosis/treatment and potential for (quick) aggravation of the 
patient’s health condition. 

Corresponding medical indicators should be included in the 
measurement metrics of the system, e.g. appropriate pain 
scoring/measurement metrics.  

Predictive Accuracy 

Optimize predictive accuracy. Do 
not compromise it in order to 
achieve predictive parity among 
sub-groups of patients. 

 

AI developers should not compromise predictive accuracy in order 
to achieve equal predictive parity across sub-groups of patients 
(which e.g. Seyyed-Kalantari et al. refer to as a common fairness 
measure). AI developers should optimize predictive accuracy in 
order to establish patients’ actual health needs as precisely as 
possible. 

Reliable Training Data 

Ethically source diverse, 
representative and correct 

AI developers and healthcare providers should secure training and 
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patient data concerning health 
needs and corresponding medical 
indicators. 

 

validation datasets that are: 

ethically sourced, i.e. sourced patient data based on valid informed 
patient consent; 

diverse, i.e. reflecting the variety of sub-groups of patients and 
their intersectionality based on ethnicity, socioeconomic status, 
age, sex, gender, etc.; 

representative, i.e. illustrative, typical of the patient population, its 
sub-groups (based on race, socioeconomic status, age, sex. gender, 
etc.) and their typical living conditions; 

correct, i.e. accurate. 

Co-Participation 

Involve all relevant stakeholders 
(incl. disadvantaged groups) in 
iterative co-exploration of health 
needs and disease features, and 
co-design of the machine 
learning system. 

AI developers and healthcare providers should involve in the 
exploration and selection of target variables, target function and 
other relevant model parameters all relevant stakeholders, e.g. 
representatives of physicians who will be using the ML system, 
patients, including representatives of underserved sub-groups of 
patients (e.g. Black/Hispanic, female, of low socioeconomic status), 
payors, etc. 

Diversity and Competence 

Ensure diversity of views, lived 
experiences and competences in 
the machine learning 
development team to better 
understand and address patients' 
health needs and circumstances. 

 

AI developers should include in the ML team data scientists, 
computer engineers, social scientists, etc., with expertise, 
experience, and skill sets that would allow them to identify and 
better understand the relevance and peculiarity of the disease 
features and external factors at play. For example, data scientists 
and social scientists with background in/knowledge of the social 
determinants of health of relevance to the respective health 
condition. 

Technical Robustness 

Ensure technically robust, 
privacy-preserving, safe and 
secure functioning of the 
machine learning system to 
safeguard its fair performance 
and output. 

 

AI developers should take technical measures that would ensure 
robust performance of the ML systems and would avert 
interference with its operations in ways that may skew/bias the 
output of the ML system. For example, adequate calibration and 
debugging of the ML model, state of the art cyber-security 
measures, privacy-preserving techniques (e.g. federated learning, 
differential privacy). 

Table 1. Framework of Ethical Requirements for Achieving Fairness by Integrating Patients’ 
Intersectionality and Social Embeddedness of Their Health. Illustrated with Practical Examples as per 
Seyyed-Kalantari et al. (Seyyed-Kalantari et al., 2021) and Pierson et al. (Pierson et al., 2021). 

 

LIMITATIONS AND FUTURE WORK 
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Our research and recommendations have three main limitations. We have not analyzed in detail the 
legal viability of the proposed conceptualization of fairness in light of the prevalent legal paradigm of 
fairness as equality. Although controversial, the U.S. legal doctrines of disparate treatment and 
disparate impact as forms of discrimination appear to possibly inhibit the pursuit of fairness in any forms 
other than strict equality (Barocas, Solon; Selbst, Andrew D, 2016; Wachter et al., 2021; Xiang, 2021). 
The European Union non-discrimination laws and court jurisprudence appear to offer more wiggle room 
in this regard (Wachter et al., 2021). These aspects, however, require further research and assessment. 

Outside the scope of our research also remained the question of whether appropriate technical 
approaches and measures existed, or could be developed, for implementing the proposed 
conceptualization of fairness and the first three ethical requirements of the framework. The question 
requires further examination as it may impact the actual operationalization of these conceptualization 
and requirements. 

Another potential constraint on the recommendations above is the determination of adequate 
medical indicators of relevant disease factors. Empirical research, for example, on osteoarthritis has 
demonstrated that such adequate medical indicators (e.g. self-reported pain levels) exist and can be 
successfully used in ML-assisted diagnostics (Pierson et al., 2021). However, recent studies highlight the 
complexity of pinpointing uniform yet comprehensive population descriptors in genetics and genomics 
research given the interplay of historic, social and biological factors that potentially drive genetic 
variations (Committee on the Use of Race, Ethnicity, and Ancestry as Population Descriptors in 
Genomics Research et al., 2023). We cannot exclude that similar considerations apply with regard to 
some disease features and corresponding medical indicators. However, we have not probed the matter 
further.  
      

CONCLUSION 
Radiology ML systems should operationalize a notion of fairness that centers patients’ needs. To 
achieve this, ML systems must incorporate all relevant patients’ circumstances and address their impact 
on patients’ health needs. The processes of designing and developing ML systems should also become 
more inclusive and deliberative. These avenues towards fairness may have wider implications for the 
field of ML as a whole as it would need to open up and reconnect with the social realities in healthcare 
and more broadly. Possible future research directions transpiring from our research include the 
questions of: (a) how the dominant legal paradigm of fairness as equality (e.g. disparate treatment and 
disparate impact doctrines in the United States) may have to also evolve in order to respond to the 
public appeals and ML’s further attempts for more social justice, (b) what adequate medical indicators 
of all relevant disease factors would constitute, and (c) if appropriate technical approaches and 
measures exist or can be developed that can realize the recommendations of this paper. 
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