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The Method of Particular Solutions using Trigonometric Basis Functions

Zhao-Lu Tian*, Xinxiang Li †‡, C.M. Fan§, C.S. Chen¶

Abstract

In this paper, the method of particular solutions (MPS) using trigonometric functions as the basis functions is proposed to solve two-dimensional elliptic partial differential equations. The inhomogeneous term of the governing equation is approximated by Fourier series and the closed-form particular solutions of trigonometric functions are derived using the method of undetermined coefficients. Once the particular solutions for the trigonometric basis functions are derived, the standard MPS can be applied for solving partial differential equations. In comparing with the use of radial basis functions and polynomials in the MPS, our proposed approach provide another simple approach to effectively solving two-dimensional elliptic partial differential equations. Five numerical examples are provided in this paper to validate the merits of the proposed meshless method.

Keywords: method of particular solutions, trigonometric functions, particular solution, meshless methods, collocation method

1 Introduction

During the past half century, the developments and applications of numerical schemes for boundary value problems have made significant progress. Various novel numerical methods have been proposed and successfully applied to realistic engineering applications. The finite difference method [1], the finite element method [2], the finite volume
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method [1] and the boundary element method [3] are some of the most popular numerical methods and numerous commercial computer packages, based on these methods, are developed. Although these methods are popular with researchers and engineers, the tasks of meshing and numerical quadrature of these methods could sharply increase the human labor and computational cost. Thus, several so-called meshless (or meshfree) methods were proposed, such as the meshless local Petrov-Galerkin method [4], the element-free Galerkin method [4], the method of fundamental solutions (MFS) [5]–[7], the method of particular solutions (MPS) [8]–[9], the generalized finite difference method [10], the reproducing kernel particular method [11], etc. The MPS, adopted in this paper, is one of the newly-developed meshless methods and is truly free from time-consuming tasks of meshing the computational domain and numerical quadrature.

The MPS has been proven to be an effective method and easy for implementation. Recently, the MPS has been continuously improved and applied for solving various interesting problems. For example, Chen et al. [12] combined the adaptive greedy algorithm and the MPS to solve three-dimensional inhomogeneous elliptic equations. They used multiquadrics (MQ) function, one kind of radial basis functions (RBFs), to approximate inhomogeneous term and the adaptive greedy algorithm is responsible for alleviating the problems of ill-conditioning matrices and free parameters in the MQ function. In addition, two-dimensional linear elasticity problems and Navier-Stokes equations are efficiently and accurately solved using the MPS with MQ as the basis function [13, 14]. Furthermore, Jiang et al. [15] and Fu et al. [16] adopted the MPS to efficiently solve the inverse problem and fractional diffusion models, respectively. Besides, the localized MPS (LMPS) has been recently proposed by Yao et al. [17] for solving large-scale problems. The LMPS has been successfully applied to velocity-vorticity formulation of the Navier-Stokes equations by Fan et al. [18]. From the above discussions, it could be realized that the newly-developed MPS is getting matured and has great potential to be extended to solving real-life problems. In this paper we proposed a new basis function, which is the trigonometric function, to the MPS in order to alleviate the difficulty of choosing the shape parameter of RBFs.

In most of the MPS-related study, RBFs are the primary basis functions being used. Other than the RBFs as the basis function in the MPS, there are some other choices. In [19]–[20], the Chebyshev polynomials have been considered to be the basis functions in the MPS instead of the RBFs. Karageorghis and Kyza [19] adopted the Chebyshev polynomials to approximate the inhomogeneous term and used the MPS to accurately analyzed Poisson equation, inhomogeneous Helmholtz equation and inhomogeneous biharmonic equation. In order to ensure the spectral convergence of the Chebyshev polynomials, the spatial positions of collocation points should be placed at Gauss-Lobatto points in the interval (-1,1). Therefore, extra attentions should be paid on the tasks of choosing collocation points and extrapolating the inhomogeneous term if the Chebyshev polynomials are used as the basis functions in the MPS. In addition to the RBFs and the Chebyshev polynomials, high-order polynomials are adopted as the basis functions in the MPS and
its corresponding basis functions are derived by Dangal et al. [21]. The inhomogeneous term is expanded as a series of polynomials and then the particular solutions can be expressed as a series of corresponding polynomials. Even though the resultant system of linear algebraic equations is highly ill-conditioning, the multiple-scales technique [22] can be adopted to alleviate this difficulty and highly accurate solutions can be achieved.

The study in this paper is motivated by Dangal et al. [21], so we used the trigonometric functions as the basis functions in the MPS in addition to the RBFs, the Chebyshev polynomials, and the high-order polynomials. In our proposed approach, the Fourier series is adopted to approximate the inhomogeneous term of governing equation and then the particular solution can be expressed as a linear combination of trigonometric functions and products of trigonometric functions. The corresponding basis functions are derived in this paper when the trigonometric functions are adopted as the basis function in the MPS. The proposed trigonometric functions-based MPS is free from parameters in comparing with RBFs, has more flexibility in choosing collocation points in comparing with Chebyshev polynomials, and faces minor problem of ill-conditioning matrices in comparing with high-order polynomials. Two-dimensional constant-coefficients convection-diffusion equations are considered in this paper and five examples are provided to demonstrate the merits of the proposed approach.

This paper is organized as follows: review of relevant papers and discussions of motivation of this study are presented in the section of Introduction. The numerical procedures of the MPS and the mathematical derivations of the corresponding basis functions are given after the description of mathematical formulations of boundary value problems. Besides, the numerical results and comparisons of five examples are exhibited to show the characteristics of the proposed method. Some discussions, conclusions and possible future researches are drawn in the final section.

2 Mathematical formulation of elliptic boundary value problem

Let $\Omega$ be the computational domain and $\partial \Omega$ its boundary. In this paper, we consider two-dimensional boundary value problem governed by elliptic partial differential equation,

$$\mathcal{L} u(x, y) = f(x, y), \quad (x, y) \in \Omega,$$

where

$$\mathcal{L} = \left( \nabla^2 + \alpha \frac{\partial}{\partial x} + \beta \frac{\partial}{\partial y} + \gamma \right)$$

$\alpha$, $\beta$, and $\gamma$ are constant coefficients, and $f(x, y)$ is a known function. In addition to the governing equation, the solution, $u(x, y)$, should satisfy some well-posed boundary
conditions along the whole boundary. In this paper, both of Dirichlet and Neumann boundary conditions are considered:

\[ u(x, y) = g_1(x, y), \quad (x, y) \in \Gamma^D, \quad (2) \]

and

\[ \frac{\partial u}{\partial n} = g_2(x, y), \quad (x, y) \in \Gamma^N, \quad (3) \]

where \( \Gamma^D \) is the boundary segment with Dirichlet boundary condition, \( \Gamma^N \) the boundary portion with Neumann boundary condition and \( \partial \Omega = \Gamma^D \cup \Gamma^N \) is the whole boundary of computational domain. Besides, \( g_1(x, y) \) and \( g_2(x, y) \) are given functions.

3 Numerical methods

In this paper, we propose the MPS, based on the trigonometric functions, to analyze two-dimensional elliptic equation with constant coefficients. The inhomogeneous term is interpolated by two-dimensional Fourier series and the corresponding particular solutions are derived. In the following subsections, the procedures of the MPS and the derivations of corresponding particular solutions are presented.

3.1 Method of particular solutions (MPS)

When the MPS is adopted to analyze boundary value problem, governed by elliptic partial differential equation, Eq. (1), and suitable boundary conditions, Eqs. (2)–(3), the inhomogeneous term of governing equation should be approximated by a series of basis function,

\[ f(x, y) \approx \sum_{j=1}^{N_m} c_j \phi_j(x, y), \quad (4) \]

where \( \{c_j\}_{j=1}^{N_m} \) are unknown coefficients to be determined. \( N_m \) is the number of basis functions for interpolation and also the number of unknown coefficients. \( \phi_j(x, y) \) is the \( j^{th} \) basis function. The basis functions, \( \phi(x, y) \), are the RBFs [8]–[9], the Chebyshev polynomials [19]–[20] and high-order polynomial [21]. In this paper, we use the trigonometric functions to be the basis functions, which will be presented in the next subsection.

Since the inhomogeneous term is interpolated by Eq. (4), the particular solution of the boundary value problem, according to the MPS, can be demonstrated as follows:

\[ u_p(x, y) = \sum_{j=1}^{N_m} c_j \psi_j(x, y), \quad (5) \]
where \( u_p(x, y) \) is the particular solution of the original problem and it is also the total solution, \( u(x, y) \), because it satisfies both the governing equation and boundary conditions in the MPS. \( \psi_j(x, y) \) is the \( j^{th} \) corresponding basis function. The basis function, \( \phi_j \), and its corresponding basis function, \( \psi_j \), should satisfy the original partial differential equation,

\[
\mathcal{L}\psi_j(x, y) = \phi_j(x, y).
\]  

(6)

While we used the MPS to analyze the boundary value problem, depicted in Section 2, two set of nodes are required: interior and boundary nodes. The numbers of interior nodes, boundary nodes along \( \Gamma^D \), and boundary nodes along \( \Gamma^N \) are denoted by \( n_i \), \( n^D_b \), and \( n^N_b \). Hence, \( N_n = n_i + n^D_b + n^N_b \) is the total number of nodes utilized.

Once the solution expressions for particular solution, Eq. (5), and inhomogeneous term, Eq. (4), are obtained, a collocation approach of the MPS can be implemented. To substitute Eq. (5) into Eq. (1) and to enforce the satisfactions of governing equation at every interior node will result in the following system of linear algebraic equations

\[
\sum_{j=1}^{N_m} c_j \phi_j(x_i, y_i) = f(x_i, y_i), \quad i = 1, 2, 3, \cdots, n_i.
\]  

(7)

In addition, to enforce the satisfactions of boundary conditions along \( \Gamma^D \) and \( \Gamma^N \) will yield the following systems,

\[
\sum_{j=1}^{N_m} c_j \psi_j(x_i, y_i) = g_1(x_i, y_i), \quad i = n_i + 1, n_i + 2, \cdots, n_i + n^D_b,
\]  

(8)

and

\[
\sum_{j=1}^{N_m} c_j \frac{\partial \psi_j}{\partial n}(x_i, y_i) = g_2(x_i, y_i), \quad i = n_i + n^D_b + 1, n_i + n^D_b + 2, \cdots, N_n.
\]  

(9)

Via the above approach of collocation, a resultant system of linear algebraic equations is yielded,

\[
Ac = b
\]  

(10)

where \( A \) is the coefficient matrix, \( c = [c_1, c_2, \cdots, c_{N_m}]^T \) is the vector of unknown coefficients, the superscript \( T \) denotes the transpose of a vector and \( b \) is formed by inhomogeneous term and boundary conditions. In the resultant system of algebraic equations, Eq. (10), there are \( N_n \) equations with \( N_m \) unknown coefficients. In our proposed approach, an over-determined system of algebraic equations \( (N_n \geq N_m) \) will be formed. The unknown coefficients, \( c \), can be acquired by solving the resultant system of algebraic equations. In addition, the solutions at any spatial position can be calculated by using Eq. (5). The particular solution in Eq. (5) satisfies not only the governing equation, Eq. (7), but also the boundary conditions, Eqs. (8)-(9), so this specific particular solution is absolutely the solution of original boundary value problem.
3.2 Derivation of particular solutions for trigonometric functions

The numerical procedures of the MPS are briefly introduced in the previous subsection. From these descriptions, it can be found that the MPS is simple, easy-to-program and truly meshless. In addition to the RBFs, Chebyshev polynomials, and high-order polynomials, we, in this paper, will adopt the trigonometric functions to interpolate the inhomogeneous term of governing equation. The two-dimensional Fourier series is utilized, so Eq. (4) can be shown as,

\[
\begin{align*}
  f(x, y) &= \left( a_0 + \sum_{n=1}^{\infty} \left( a_n \cos \left( \frac{n\pi}{L_x} x \right) + b_n \sin \left( \frac{n\pi}{L_x} x \right) \right) \right) \times \\
  &\left( c_0 + \sum_{n=1}^{\infty} \left( c_n \cos \left( \frac{n\pi}{L_y} y \right) + d_n \sin \left( \frac{n\pi}{L_y} y \right) \right) \right)
\end{align*}
\]

(11)

where \( \{a_n, b_n, c_n, d_n\}_{n=0}^{\infty} \) are Fourier coefficients. \( L_x \) and \( L_y \) are the x- and y-directional characteristic lengths. Since we use the two-dimensional Fourier series to expand the inhomogeneous term, the rectangle of extended domain, formed by \( L_x \) and \( L_y \) as well as displayed in Fig. 1, should be larger than the computational domain according to the assumption of periodic function in Fourier series.

![Figure 1: The profile of the extended domain and computational nodes of the MPS.](image)

By expanding and truncating the infinite series of Eq. (11), it can also be written as
the following form

\[ f(x, y) = c + \sum_{j=1}^{m} (a_j \cos(h_j x) + b_j \sin(h_j x) + c_j \cos(k_j y) + d_j \sin(k_j y)) \]

\[ + \sum_{i=1}^{m} \sum_{j=1}^{m} \left[ \alpha_{ij} \cos(h_i x) \cos(k_j y) + \beta_{ij} \cos(h_i x) \sin(k_j y) \right. \]

\[ \left. + \xi_{ij} \sin(h_i x) \cos(k_j y) + \eta_{ij} \sin(h_i x) \sin(k_j y) \right] \]  \hspace{1cm} (12)

where \( h_j = j\pi/L_x, \ k_j = j\pi/L_y, \) and \( \{c, a_j, b_j, c_j, d_j, \alpha_{ij}, \beta_{ij}, \xi_{ij}, \eta_{ij}\} \) are the unknown coefficients to be determined. \( m \) is the adopted order of Fourier series and \( N_m = 4m^2 + 4m + 1 \) is the total number of coefficients. By comparing Eq. (4) with Eq. (12), it is shown that the basis functions, \( \phi(x, y) \), include a constant,

\[ \phi(x, y) = 1, \]  \hspace{1cm} (13)

four sets of trigonometric functions,

\[ \phi(x, y) = \begin{cases} 
\cos(h_j x), \\
\sin(h_j x), \\
\cos(k_j y), \\
\sin(k_j y), 
\end{cases} \quad j = 1, 2, \ldots m, \]  \hspace{1cm} (14)

and four sets of products of two trigonometric functions,

\[ \phi(x, y) = \begin{cases} 
\cos(h_i x) \cos(k_j y), \\
\cos(h_i x) \sin(k_j y), \\
\sin(h_i x) \cos(k_j y), \\
\sin(h_i x) \sin(k_j y), 
\end{cases} \quad i = 1, 2, \ldots m, \quad j = 1, 2, \ldots m. \]  \hspace{1cm} (15)

In order to acquire the solution expression of particular solution, Eq. (5), we have to derive the corresponding basis function for every basis function in Eqs. (13)–(15).

### 3.2.1 Basis function: constant

In order to fulfill the relation between basis function and its corresponding basis function of Eq. (6), the corresponding basis function for \( \phi(x, y) = 1 \) can be depicted as

\[ \psi(x, y) = \frac{1}{\gamma}, \quad \text{for} \quad \gamma \neq 0. \]  \hspace{1cm} (16)
3.2.2 Basis function: single trigonometric function

The method of undetermined coefficients for finding particular solution of ordinary differential equation can be adopted to find the particular solution of

\[ \mathcal{L}\psi(x, y) = \cos(h_j x). \]  

(17)

Since the right hand side of the above equation is a cosin function, \( \psi \) can be expected to be in the following form

\[ \psi(x, y) = c_1 \cos(h_j x) + c_2 \sin(h_j x), \]  

(18)

where \( c_1 \) and \( c_2 \) are coefficients to be determined. By substituting (18) into (17), and comparing the coefficients on the both sides, we have

\[ \begin{bmatrix} -h_j^2 + \gamma & h_j \alpha \\ -h_j \alpha & -h_j^2 + \gamma \end{bmatrix} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}. \]  

(19)

Once \( c_1 \) and \( c_2 \) are obtained, the particular solution \( \psi(x, y) \) can be determined. For the case of \( \mathcal{L}\psi(x, y) = \sin(h_j x) \), the particular solution can be obtained by replacing \( \begin{bmatrix} 1 & 0 \end{bmatrix}^T \) in the right hand side of (19) with \( \begin{bmatrix} 0 & 1 \end{bmatrix}^T \).

Similarly, for the case of \( \mathcal{L}\psi(x, y) = \cos(k_j y) \), we can arrive the following system of equations

\[ \begin{bmatrix} -k_j^2 + \gamma & k_j \beta \\ -k_j \beta & -k_j^2 + \gamma \end{bmatrix} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}. \]  

(20)

For \( \mathcal{L}\psi(x, y) = \sin(k_j y) \), the particular solution \( \psi \) can be obtained by replacing \( \begin{bmatrix} 1 & 0 \end{bmatrix}^T \) in the right hand side of (20) with \( \begin{bmatrix} 0 & 1 \end{bmatrix}^T \).

3.2.3 Basis function: product of two trigonometric functions

To obtain the particular solution \( \psi \) for the cases of product terms as shown in (15), we again apply the method of undetermined coefficients as shown in the previous subsection. For the case

\[ \mathcal{L}\psi(x, y) = \cos(h_j x) \cos(k_j y), \]  

(21)

we can start by assuming

\[ \psi(x, y) = d_1 \cos(h_j x) \cos(k_j y) + d_2 \cos(h_j x) \sin(k_j y) \\
+ d_3 \sin(h_j x) \cos(k_j y) + d_4 \sin(h_j x) \sin(k_j y), \]  

(22)

where \( d_i, i = 1, 2, 3, 4 \), are coefficients to be determined. Substituting (22) into (21), we can obtain the following system of equations

\[ \begin{bmatrix} -h_j^2 - k_j^2 + \gamma & k_j \beta \\ -h_j \alpha & -h_j^2 - k_j^2 + \gamma \end{bmatrix} \begin{bmatrix} d_1 \\ d_2 \\ d_3 \\ d_4 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}. \]  

(23)
$1 \leq i,j \leq m$. The other three cases in (15) can be obtained by replacing the right hand side of (23) with $[0 \ 1 \ 0 \ 0]^T$, $[0 \ 0 \ 1 \ 0]^T$, and $[0 \ 0 \ 0 \ 1]^T$ respectively.

4 Numerical results and comparisons

In this section, five numerical examples are provided to examine the accuracy of the proposed MPS and test the influence of factors in the proposed method. The following equations are used to calculate the maximum absolute error (MAE) and maximum relative error (MRE) of numerical solutions,

$$MAE = \max_{1 \leq j \leq N_t} |u_j - \hat{u}_j|,$$

$$MRE = \max_{1 \leq j \leq N_t} \frac{|u_j - \hat{u}_j|}{|u_j|},$$

where $N_t$ is the number of test nodes, and the test nodes, which are different from the collocation nodes, are randomly distributed inside the computational domain. $u_j$ and $\hat{u}_j$ are the analytical solution and numerical result at the $j^{th}$ nodes.

Example 1 Consider the following boundary value problem

$$\left(\nabla^2 - 2 \frac{\partial}{\partial x} + \frac{\partial}{\partial y} + 3 \right) u(x,y) = f(x,y), \quad (x,y) \in \Omega, \quad (24)$$

$$u(x,y) = g(x,y), \quad (x,y) \in \partial \Omega, \quad (25)$$

where $f$ and $g$ are given based on the following exact solution

$$u(x,y) = x^2 + y^2 + x + y + 1. \quad (26)$$

The profile of $\Omega$ and its boundary $\partial \Omega$ are shown in Figure 2(a) and the parametric equation of $\partial \Omega$ is given as follows

$$\partial \Omega = \{(x, y) : x = r \cos \theta, y = r \sin \theta, 0 \leq \theta \leq 2\pi\}$$

where

$$r = \left(\cos(2\theta) + \sqrt{1.1 - \sin^2(2\theta)}\right)^{1/3}.$$

The profile of exact solution is shown in Fig. 2(b).

For the Dirichlet boundary condition, we choose $L_x = 2.6, L_y = 1.1, N_n = 1872, n_i = 1672, N_m = 625, m = 12, and N_t = 3100$. In this simulation we obtain $MAE = 9.302 \times 10^{-8}$ and $MRE = 8.813 \times 10^{-8}$ which is highly accurate. The profiles of numerical errors for various $N_n$ and $m$ are shown in Fig. 3(a). In Fig. 3(b), we observe the
increase of the number of order $m$ will dramatically improve the accuracy. Moreover, five different sets of characteristic lengths are used and the numerical errors are depicted in Table 1. In this table, it can be found that the results are highly accurate for these five sets of characteristic lengths. It is also worth noticing that the better solutions can be obtained if the characteristic lengths of the extended domain are slightly larger than the computational domain.

Figure 3: Example 1: Numerical errors for Dirichlet boundary condition using (a) different numbers of total nodes ($N_n$) and (b) different numbers of order ($m$).

Next, we consider the mixed boundary conditions where the Neumann and Dirichlet boundary condition are imposed along the upper and lower half boundary segments respectively. The parameters are identical to the above test. The MAE is $3.524 \times 10^{-7}$ and the MRE is $2.641 \times 10^{-7}$ for the second test, which validate the highly-accurate
Table 1: Example 1: Numerical errors using different characteristic lengths of extended domains for Dirichlet boundary condition. \((N_n = 1872, m = 12)\)

<table>
<thead>
<tr>
<th>(L_x)</th>
<th>(L_y)</th>
<th>(\text{MAE})</th>
<th>(\text{MRE})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.6</td>
<td>1.1</td>
<td>(9.3 \times 10^{-8})</td>
<td>(8.8 \times 10^{-8})</td>
</tr>
<tr>
<td>2.8</td>
<td>1.2</td>
<td>(1.1 \times 10^{-8})</td>
<td>(1.3 \times 10^{-8})</td>
</tr>
<tr>
<td>3.2</td>
<td>1.4</td>
<td>(3.5 \times 10^{-10})</td>
<td>(3.9 \times 10^{-10})</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>(5.6 \times 10^{-12})</td>
<td>(8.4 \times 10^{-12})</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>(2.2 \times 10^{-11})</td>
<td>(3.2 \times 10^{-11})</td>
</tr>
</tbody>
</table>

The numerical accuracy is excellent using these five lengths. The optimal errors can be acquired when the characteristic lengths are slightly larger than the size of computational domain.

![Graphs showing numerical errors for mixed boundary conditions](image)

Figure 4: Example 1: Numerical errors for mixed boundary conditions using (a) different numbers of total nodes \((N_n)\) and (b) different numbers of order \((m)\).

Table 2: Example 1: Numerical errors using different characteristic lengths of extended domains for mixed boundary condition. \((N_n = 1872, m = 12)\)

<table>
<thead>
<tr>
<th>(L_x)</th>
<th>(L_y)</th>
<th>(\text{MAE})</th>
<th>(\text{MRE})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.6</td>
<td>1.1</td>
<td>(3.5 \times 10^{-8})</td>
<td>(2.6 \times 10^{-8})</td>
</tr>
<tr>
<td>2.8</td>
<td>1.2</td>
<td>(2.9 \times 10^{-8})</td>
<td>(2.3 \times 10^{-8})</td>
</tr>
<tr>
<td>3.2</td>
<td>1.4</td>
<td>(7.9 \times 10^{-10})</td>
<td>(5.7 \times 10^{-10})</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>(1.7 \times 10^{-12})</td>
<td>(1.7 \times 10^{-12})</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>(8.4 \times 10^{-11})</td>
<td>(1.6 \times 10^{-11})</td>
</tr>
</tbody>
</table>

In Figure 5, we show the numerical errors using the Kansa method with MQ with \(N_n = 1872\). Note that the uncertainty of the shape parameter is still an outstanding research
problem. The best results we can obtain are E-07 for Dirichlet boundary condition and E-06 for the mixed boundary condition. In comparison, our proposed approach is far more superior than using the RBF collocation method. From the numerical results obtained in these two tests, it can be verified that the proposed trigonometric functions-based MPS can achieve excellent accuracy without the headache of the free-parameters of the RBFs. The numerical errors can be improved by increasing either the number of total nodes or the order of expansion and choosing the optimal characteristic lengths.

![Graphs showing numerical errors for Dirichlet and mixed boundary conditions](image)

Figure 5: Example 1: Numerical errors using RBF-MQ with $N_n = 1827$ (a) for Dirichlet boundary condition (b) mixed boundary condition.

**Example 2** In this example, we consider a double connected domain as shown in Fig. 6(a). The inner boundary is formed by a circle with radius 0.5 and centered at the origin. The outer boundary is described by the following parameter equation,

$$\partial \Omega = \{(x, y) : x = (1 + \cos^2(4\theta)) \cos \theta, y = (1 + \cos^2(4\theta)) \sin \theta, 0 \leq \theta \leq 2\pi \}.$$  

We consider the following boundary value problem

$$\left( \nabla^2 + \frac{\partial}{\partial x} - 2 \frac{\partial}{\partial y} + 1 \right) u(x, y) = f(x, y), \quad (x, y) \in \Omega,$$

$$u(x, y) = g(x, y), \quad (x, y) \in \Gamma^D,$$

$$\frac{\partial u}{\partial n}(x, y) = h(x, y), \quad (x, y) \in \Gamma^N,$$

where $\Gamma^D$ is outer boundary and $\Gamma^N$ the inner boundary. $f, g$ and $h$ are given based on the following exact solution

$$u(x, y) = e^x \cos y + e^y \sin x + x + y + 10.$$
Figure 6: Example 2: The profiles of (a) the computational domain (b) exact solution.

The profile of the exact solution is shown in Fig. 6(b).

In the numerical implementation, we choose $L_x = L_y = 4$, $N_n = 1780$, $n_D = 300$, $n_N = 30$, $N_m = 625$, $m = 12$, and $N_t = 3025$. In this calculation, the MAE is $1.959 \times 10^{-7}$ and the MRE is $2.666 \times 10^{-7}$, which show the high accuracy of the proposed MPS. Also, the numerical errors are shown in Fig. 7 using various numbers of $N_n$ and $m$. From Fig. 7(a), the numerical errors become stable for $N_n > 1153$. In Fig. 7(b), the numerical errors diminish rapidly with increasing $m$ and become extremely small using few order of series expansion. Moreover, we used five different characteristic lengths to solve this example and the numerical errors are shown in Table 3. Again, we observe the excellent accuracy.

Figure 7: Example 2: Profiles of numerical errors by using (a) different numbers of total nodes ($N_n$) and (b) different numbers of order ($m$) in expansion.
Table 3: Example 2: Numerical errors using different characteristic lengths of extended domains. \(N_n = 1780, m = 12\)

Example 3 In this example, we consider the following modified Helmholtz equation
\[
(\nabla^2 - 100) u(x, y) = f(x, y), \quad (x, y) \in \Omega,
\]
\[
u(x, y) = g(x, y), \quad (x, y) \in \partial\Omega,
\]
where \(f\) and \(g\) are given functions based on the following exact solution
\[
u(x, y) = \sin x \cosh y - \cos x \sinh y + 8.
\]
The parametric equation of the boundary \(\partial\Omega\) is given as follows:
\[
\partial\Omega = \{(x, y) : x = r(\theta) \cos(\sigma(\theta)), y = r(\theta) \sin(\sigma(\theta)), 0 \leq \theta \leq 2\pi\},
\]
where
\[
r(\theta) = 2 + \frac{1}{2} \sin(6\theta), \quad \sigma(\theta) = \theta + \frac{1}{2} \sin(6\theta).
\]
The profiles of the computational domain and exact solution are shown in Fig. 8.

Figure 8: Example 3: The profiles of the (a) computational domain (b) exact solution.
and MRE = 3.511 × 10^{-8}. The numerical errors for various $N_n$ and $m$ are shown in Fig. 9. In Fig. 9(a), the numerical errors are quite small and stable. Besides, in Fig. 9(b), the numerical errors can be diminished by adopting a larger order of series expansion. Table 4 shows the numerical errors by using five different characteristic lengths of extended domain. The smaller errors is observed when the characteristic length is larger than the actual size of computational domain. These results is consistent with the results obtained in the previous examples.

![Figure 9: Example 3: Profiles of numerical errors by using (a) different numbers of total nodes ($N_n$) and (b) different numbers of order ($m$) in expansion.](image)

**Table 4: Example 3: Numerical errors using different characteristic lengths of extended domains. ($N_n = 2253, m = 12$)**

<table>
<thead>
<tr>
<th>$L_x = L_y$</th>
<th>5.5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>$2.0 \times 10^{-8}$</td>
<td>$6.0 \times 10^{-9}$</td>
<td>$1.5 \times 10^{-9}$</td>
<td>$3.4 \times 10^{-9}$</td>
<td>$6.3 \times 10^{-9}$</td>
</tr>
<tr>
<td>MRE</td>
<td>$3.5 \times 10^{-8}$</td>
<td>$1.8 \times 10^{-8}$</td>
<td>$7.0 \times 10^{-9}$</td>
<td>$8.1 \times 10^{-9}$</td>
<td>$9.3 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

**Example 4** Consider the following boundary value problem with large convective coefficients

$$
\left( \nabla^2 + 100 \frac{\partial}{\partial x} + 100 \frac{\partial}{\partial y} + 1 \right) u(x, y) = f(x, y), \quad (x, y) \in \Omega, \quad (32)
$$

$$
u(x, y) = g(x, y), \quad (x, y) \in \Gamma^D, \quad (33)
$$

$$
\frac{\partial u}{\partial n}(x, y) = h(x, y), \quad (x, y) \in \Gamma^N, \quad (34)
$$

where $f, g$ and $h$ are given based on the following exact solution

$$
u(x, y) = \sin(7.5x) \cos(10.7y) + 2.$$
Fig. 10(a) show the profile of computational domain $\Omega$ and its boundary $\Gamma^D$ which is along two straight boundary segments, and $\Gamma^N$ along the arc. The profile of exact solution is shown in Fig. 10(b).

![Computational domain](image1)

![Exact solution](image2)

**Figure 10: Example 4: The profile of the computational domain.**

In the numerical implementation, we set $L_x = L_y = 1.5, N_m = 289, m = 8, N_n = 1268, n^D_b = 140, n_\ell = 1058, $ and $N_t = 4240$. The numerical errors are MAE = $9.778 \times 10^{-8}$ and MRE = $4.743 \times 10^{-8}$. The numerical errors for various $N_n$ and $m$ are illustrated in Fig. 11 where excellent accuracy has been achieved for various $N_n$ and $m$. As shown in Table 5, similar results as before have been obtained for various characteristic lengths.

![Profiles of numerical errors](image3)

**Figure 11: Example 4: Profiles of numerical errors by using (a) different numbers of total nodes ($N_n$) and (b) different numbers of order ($m$) in expansion.**
Table 5: Example 4: Numerical errors using different characteristic lengths of extended domains. ($N_n = 1268, m = 8$)

<table>
<thead>
<tr>
<th>$L_z = L_y$</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>2.5</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MAE</strong></td>
<td>$1.0 \times 10^{-4}$</td>
<td>$9.8 \times 10^{-9}$</td>
<td>$4.3 \times 10^{-9}$</td>
<td>$1.2 \times 10^{-7}$</td>
<td>$1.1 \times 10^{-5}$</td>
</tr>
<tr>
<td><strong>MRE</strong></td>
<td>$7.8 \times 10^{-5}$</td>
<td>$4.7 \times 10^{-8}$</td>
<td>$1.7 \times 10^{-9}$</td>
<td>$5.9 \times 10^{-8}$</td>
<td>$7.3 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Example 5 In this example, we consider the following well-known Runge problem in a square domain $[-1, 1]^2$:

\begin{align}
\nabla^2 u(x, y) &= f(x, y), \quad (x, y) \in \Omega, \\
u(x, y) &= g(x, y), \quad (x, y) \in \partial \Omega,
\end{align}

where $f$ and $g$ are given according to the analytical solution

\[ u(x, y) = \frac{1}{1 + 25(x^2 + y^2)}. \]

The profile of the exact solution is shown in Figure 12(a).

![Figure 12: Example 5: The profile of (a) the exact solution (b) forcing term $f(x, y)$.](image)

The Runge phenomenon, which means inaccurate oscillations near boundary, usually appears in the numerical solution of Runge function by collocation approaches, and is known as a challenging problem. The outlook of exact solution is deceiving. In fact, the forcing term $f(x, y)$ as shown in Figure 12(b) has a sharp spike at the origin which makes the problem much harder to handle.
Since all coefficients of governing equation, $\alpha$, $\beta$ and $\gamma$, are equal to zero, the corresponding basis function for $\phi(x,y) = 1$ is depicted as follows.

$$\psi(x,y) = \frac{x^2}{2}.$$ (37)

In the numerical implementation, we choose $L_x = L_y = 3$, $n_b^D = 480$, $N_m = 10201$, $m = 50$ and $N_t = 3595$, $N_n = 14880$.

It can be noticed that the numbers of nodes and order, utilized in this example, is much larger than the previous four examples due to the difficulty of the Runge phenomenon. The numerical results show that MAE is $3.29 \times 10^{-4}$ while MRE is $1.54 \times 10^{-2}$. Although these two numerical errors are not as good as those in the previous examples, the numerical errors are acceptable. Also, we adopted different numbers of total nodes and different orders of series expansion to analyze this Runge problem. The profiles of numerical errors are revealed in Fig. 13. Numerical errors are very similar to each other for $m = 50$ using various $N_n$. The tendency of numerical errors in Fig. 13(a) implies that the numerical accuracy cannot be improved by only increasing the number of nodes when a fixed order of series expansion ($m = 50$) is used. Therefore, the numerical errors by using different orders of expansion and a fixed number of total nodes are demonstrated in Fig. 13(b). It is evident that the numerical errors can be rapidly decreased by increasing the order of approximation. In addition, we test the influence of different characteristic lengths on numerical accuracy. The numerical results and comparisons are shown in Table 6. We adopted five different characteristic lengths in this table and all tests can acquire acceptable results. Similar with previous examples, the optimal numerical results can be acquired while the characteristic length is slightly larger than the size of computational domain.

![Figure 13: Example 5: Numerical errors using (a) different numbers of total nodes ($N_n$) and (b) different numbers of order ($m$) in series expansion.](image-url)
Table 6: Example 5: Numerical errors using different characteristic lengths of extended domains. \((N_n = 14880, m = 50)\)

<table>
<thead>
<tr>
<th>(L_x = L_y)</th>
<th>2.5</th>
<th>3</th>
<th>3.5</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>(7.1 \times 10^{-3})</td>
<td>(3.3 \times 10^{-4})</td>
<td>(2.6 \times 10^{-3})</td>
<td>(2.9 \times 10^{-3})</td>
<td>(4.9 \times 10^{-3})</td>
</tr>
<tr>
<td>MRE</td>
<td>(2.7 \times 10^{-3})</td>
<td>(1.5 \times 10^{-2})</td>
<td>(1.2 \times 10^{-1})</td>
<td>(1.2 \times 10^{-1})</td>
<td>(2.3 \times 10^{-1})</td>
</tr>
</tbody>
</table>

5 Conclusions

The MPS, based on trigonometric functions, is proposed in this paper to accurately analyze two-dimensional elliptic equations. The inhomogeneous term is approximated by two-dimensional Fourier series and the corresponding basis functions are derived in this paper. In comparing with the MPS used RBFs, the Chebyshev polynomials and high-order polynomials, the proposed trigonometric functions-based MPS is free from choosing the free parameter in RBFs, locating the collocation points at some special positions and dealing with highly ill-conditioning matrices. Five numerical examples are provided in this paper to verify the merits of the proposed method. These examples includes problems with mixed boundary conditions, problem in doubly-connected domain, modified Helmholtz equation, problem with large convective coefficients and Poisson equation (Runge problem) with \(\alpha = \beta = \gamma = 0\). Furthermore, the influence of number of total nodes, the order of Fourier series and the characteristic lengths of extended domain on accuracy are systematically investigated in these examples. The numerical results are compared very well with analytical solutions in all of these examples. From the comparisons in these examples, it can be deduced that the numerical errors can be decreased if more interpolation nodes and large order in expansion are adopted. Also, an extended domain, which is slightly larger than the computational domain, is suggested to acquire more accurate results.

After the successful validations of the proposed meshless method in this paper, it is worth to study some applications of the proposed trigonometric functions-based MPS in the future. Recently, we are working on the extensions of the proposed meshless approach to three-dimensional elliptic problems, inverse Cauchy problems, and fluid flow-related problems. Furthermore, it is also interesting to figure out the localized scheme of the proposed MPS.
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