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ABSTRACT

Microarray hybridization studies have attributed the nonlinearity of hybridization isotherms to probe saturation and post-hybridization washing. Both processes are thought to distort ‘true’ target abundance because immobilized probes are saturated with excess target and stringent washing removes loosely bound targets. Yet the paucity of studies aimed at understanding hybridization and dissociation makes it difficult to align physicochemical theory to microarray results. To fill the void, we first examined hybridization isotherms generated on different microarray platforms using a ribosomal RNA target and then investigated hybridization signals at equilibrium and after stringent wash. Hybridization signal at equilibrium was achieved by treating the microarray with isopropanol, which prevents nucleic acids from dissolving into solution. Our results suggest that (i) the shape of hybridization isotherms varied by microarray platform with some being hyperbolic or linear, and others following a power-law; (ii) at equilibrium, fluorescent signal of different probes hybridized to the same target were not similar even with excess of target and (iii) the amount of target removed by stringent washing depended upon the hybridization time, the probe sequence and the presence/absence of nonspecific targets. Possible physicochemical interpretations of the results and future studies are discussed.

INTRODUCTION

Oligonucleotide microarrays have been widely used to determine the relative abundance of transcripts in gene expression studies (1,2) and the composition of rRNA targets in microbial populations (3). The advantage of microarrays over other technologies, such as those based on PCR amplification, is that microarrays allow the simultaneous detection of multiple targets within the same sample (4,5). This high throughput is due to hundreds of thousands of different immobilized oligonucleotide probes; each one acting as an individual sensor with its own specificity and sensitivity to different nucleic acid targets in solution (6). Interpreting probe signal is problematic, however, because the underlying physicochemistry of microarray target hybridization and dissociation has not been adequately established (7) and few studies have successfully linked experimental results to physicochemical models. Systematic studies aimed at thoroughly understanding the behavior of targets hybridized to probes would significantly improve the interpretation of signals from oligonucleotide microarrays.

One area of discrepancy is the lack of agreement between physicochemical theory to experimental results for probe–target saturation (8). At low target abundance, the signal intensity of an immobilized probe is linearly proportional to the concentration of complementary targets. But, at moderate to high target abundance, signal intensity is nonlinearly proportional to the concentration of complementary targets in solution because it is thought that there are few binding sites available for targets due to probe saturation. In other words, a doubling of a highly abundant target does not result in a similar increase (i.e. a doubling) of fluorescent
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signal intensity. With infinite amount of target, the fluorescent signal should approach a maximum value (i.e., a horizontal asymptote). The relationship between the target abundance and signal intensity is commonly referred to as a ‘hybridization isotherm’ and it is thought to follow Langmuir’s adsorption model (9)

\[
\theta = \frac{[PT]}{P_0} = \frac{[T]}{K + [T]} + b
\]

where \([PT]\) is the surface concentration of probe–target duplexes; \(P_0\) is the surface concentration of probes before binding; \(\theta\) is the fraction of target-occupied probes; \([T]\) is the free target concentration in solution; \(K\) is the equilibrium constant, i.e. \([P][T]/[PT]\), with \([P]\) being the surface concentration of unoccupied probes and \(b\) is the background intensity. According to this model, at infinite target abundance \([T]\), all probes should saturate to the same level [i.e. in Equation (1), \(\theta \to 1\), regardless of \(K\)]. However, experimental evidence suggests otherwise—some probes saturate with target at lower than expected signal intensities [e.g. see Figure 1 in (10)]. Burden et al. (8) and Held et al. (11) reasoned that this discrepancy was due to the dissociation of target molecules during stringent wash. But, with exception to Skvortsov et al. (10), no microarray experiments have been conducted to thoroughly test this hypothesis. In addition, most of the current understanding of microarray hybridization and dissociation is based on physicochemical studies that used the Affymetrix datasets (9,11–15). The analysis of other microarray platforms would substantially broaden our understanding of microarray hybridization and dissociation in general.

A compelling model explaining the variation in probe hybridization isotherms has been proposed by Skvortsov et al. (10). The model is based on the idea that there is competitive hybridization among different targets for the same probe and that nontargets (i.e. targets that are not complementary to a probe) partially inhibit target hybridization due to steric hindrances. The notion that sufficient hybridization time is needed to achieve equilibrium distinguishes the Skvortsov et al. model from the rest (e.g. 9,14–18). Hybridization time therefore plays a key role in explaining the discrepancies among probe hybridization isotherms. For example, when a microarray is hybridized for a short period of time, the following is taking place: (i) equilibrium is not attained for all probe–target duplexes; as a consequence, (ii) there is a population of bound targets, a population of loosely bound nontargets and a population of loosely bound nontargets. The population of loosely bound targets cannot completely bind to complementary probes due to the nontargets sterically inhibiting their binding. Therefore, the loosely bound targets are removed from the microarray by the stringent wash along with the nontarget sequences, resulting in lower than expected probe signal intensities. In contrast, when a microarray is hybridized for an extended period of time: (i) equilibrium is achieved for all probe–target duplexes; and as a consequence, (ii) only nontargets are removed by the stringent wash, resulting in probe signal that is proportional to the specific targets in solution. Hence, the Skvortsov et al. (10) model suggests that it is the removal of loosely bound targets by the stringent wash that contributes to the observed variation in probe saturation. Furthermore, the variation in probe hybridization isotherms in the Affymetrix data sets is a result of insufficient hybridization time and the presence of nontarget sequences, which hindered the hybridization of specific targets.

While the Skvortsov et al. (10) study provided substantially new insights into the discrepancy between physicochemistry theory and experimental microarray results, initial probe signals were recorded after a low stringency wash and therefore do not reflect signal at equilibrium. In this study, probe signal at equilibrium was recorded after a microarray was hybridized for 4 h or 24 h and then treated with isopropanol (i.e. no stringent wash). In pure isopropanol, nucleic acids targets are not soluble; therefore, targets cannot dissolve into the solution phase. Hence, the purpose of an isopropanol treatment is to mechanically remove the hybridization solution. All targets that were bound to the microarray probes will presumably remain bound; therefore, the isopropanol treatment reveals a ‘snapshot’ of signal intensities attained at equilibrium. The probe signal, obtained at equilibrium, offers a baseline for thoroughly examining the effects of wash stringency on microarray probe signal. Our results will show that even a low stringent wash can significantly affect probe signal, resulting in signals that are lower than expected.

Preliminary experiments in our laboratory suggested that hybridization signals on two microarray platforms (Erie Scientific and VWR) were different using the same probes and target. The objectives of this study were therefore two-fold: (i) to compare the hybridization isotherms of nucleic acid targets hybridized to the same probes on the different microarray platforms for the purpose of determining the shape and slopes (\(K\)) of the isotherms, and (ii) to determine the effects of stringent wash on probe signal by establishing a baseline of ‘true’ probe signals at equilibrium. Given that the \(K\) of a hybridization isotherm represents the probe–target binding affinity, we also investigated the feasibility of developing a microarray-based nearest-neighbor (NN) model to predict probe–target signal based on nucleic acid sequence.

It should be noted that in contrast to previous studies, this study uses scanner calibration to account for the nonlinear response of scanners in order to obtain true surface concentrations of the probe–target duplexes.

**MATERIALS AND METHODS**

**Ribosomal RNA target**

The following primers and annealing temperatures were used to amplify 28S rRNA of *Cyprinodon variegates*: 5’-CTGGGTGATCCTGCGAGCT-3’ (forward) and 5’-CAGGTTTACACCACG-3’ (reverse), 63.1 to 66.0°C. The PCR products were purified using a Promega Wizard SV Gel and PCR Clean-Up System, and ligated into pGEM-T Easy vector (Invitrogen...
Figure 1. Hybridization isotherms obtained on two different microarray platforms for rRNA target and Probe 596. Left and middle panels represent replicated Erie microarrays while the right panels represent VWR microarrays. Different rows represent distinct spotted probe concentrations. Each data point is the mean of at least six replicated spots. Error is measured as standard deviation. Isotherms from Erie microarrays are linear (but plotted on a log scale) while VWR microarrays followed the Langmuir model.
Corporation, USA). The ligation products were ethanol precipitated and transformed into ElectroMAX DH10B T1 Phage Resistant Cells (Invitrogen Corporation, USA) using a MicroPulser Electroporation Apparatus (Bio-Rad Laboratories, USA). Cells were plated and single colonies picked for further enrichment. Plasmid DNA was isolated using a Wizard Plus SV Minipreps DNA Purification System (Promega Corporation, USA) and sequenced using M13 forward and reverse primers on a CEQ8000 Genetic Analysis System (Beckman Coulter, Inc., USA). The colonies yielded identical sequences and only one colony was chosen for further studies. This colony was sequenced with multiple overlapping primers and a full-length sequence (1919 nt) was submitted to NCBI under accession number EF431912.

Prior to in vitro RNA synthesis, a plasmid containing the 18S rRNA insert was restricted with Sal I endonuclease (New England Biolabs, USA) in the following reaction mixture: plasmid (340 ng/µl) 25 µl, Sal I (20 units/µl) 10 µl, NEBuffer 3 (10×) 5 µl, BSA (100×) 0.5 µl, H2O 9.5 µl. The reaction mix was incubated at 37 °C for 8 h. After the reaction, DNA was extracted with phenol and precipitated with ethanol. RNA was in vitro synthesized by using a Riboblock Large Scale RNA Production System T7 (Promega Corporation, USA). The linearized plasmid was used as the template. The quality of the RNA product was assessed using a Bioanalyzer (Agilent Technologies, Inc., USA). The RNA product was then labeled with AlexaFluor 546 using a ULYSIS Nucleic Acids Labeling kit (Invitrogen Corporation, USA). The only deviation from the manufacturer’s protocol was that the concentration of the dye was doubled to increase the amount of labeling. Unincorporated dye was removed by using Micro Bio-Spin 30 RNase-free columns (Bio-Rad Laboratories, USA).

In experiments examining the effects of nonspecific binding, nontarget sequences (unlabeled Escherichia coli tRNA, 74–95 nt; Sigma) were added at equimolar concentrations to the rRNA target.

Oligonucleotide probes design

Oligonucleotide probes for the microarrays were complementary to their corresponding target. The probes (20 nt) were generated in silico by tiling along the targets using a one base-pair shift. The actual number of oligonucleotides produced and the number of replicates for each probe were determined by the amount of available space on the microarrays.

Fabrication of the microarrays

The microarrays consisted of epoxysilane slides and were produced by two different companies: VWR (USA) and Erie Scientific Company (Portsmouth, NH). Spotting of the probes was accomplished using VersArray ChipWriter Compact System (Bio-Rad Laboratories, USA). Oligonucleotide probes were modified at 5′ with Amine-C6 group (Invitrogen Corporation, USA). Oligonucleotide stock solutions (200 uM) were mixed with water and Micro Spotting Solution Plus 2 x (VWR, USA) to achieve various dilutions of the probes.

Information on the custom-designed CombiMatrix and NimbleGen microarrays that was used to back up results of this study is found in Supplementary Data.

Hybridization conditions and washing

The hybridization buffer (7 x PBS, BSA 0.2 mg/ml, 0.01% Tween) and 25% v/v of diluted target was hybridized to the microarray at 42°C for 4 or 24 h depending on the requirements of the experiment. Pre-hybridization, hybridization and all washing steps were performed in a-Hyb hybridization station (Miltenyi Biotec, Inc., USA). Printed microarray slides were pre-hybridized with BlockIt (TeleChem, USA) blocking buffer for 1 h at 25°C, and then washed five times with 0.1% sodium sarkosylate at 25°C for 2 min and finally five times with H2O at 25°C for 2 min. Purified labeled RNA was prepared at various dilutions in 7 x PBS buffer with the addition of BSA at a final concentration of 0.2 mg/ml. The hybridization was conducted at 45°C for 4 h or 24 h (depending on the experiment). Unless otherwise specified, the slides were then washed by 2 x SSC with 0.1% SDS, two times (2 min each) with a final wash of 0.2 x SSC (1 min). For the isopropanol experiments, the slides were first washed with isopropanol (1 min), and an image of the microarray was recorded.

Microarray image acquisition and processing

The VersArray ChipReader 10µm System scanner (Bio-Rad Laboratories, USA) was calibrated using a microarray scanner calibration slide from Full Moon Biosystems, and optimal PMT settings were chosen for scanning Erie and VWR microarrays. Images were stored as 16-bit TIFF files and processed using ImaGene software (BioDiscovery, Inc., USA). Local background of each spot was not subtracted.

Data analysis

An explicit calibration of the array scanner was performed because there is a nonlinear response between measured signal intensity and the abundance of labeled molecules in a microarray spot (i.e. fluorophore density) (19). Raw signal intensities were converted to actual fluorophore densities using the calibration curve generated with the Full Moon BioSystems calibration slide (Sunnyvale, CA) fitted to a straight line using a weighted regression.

Hybridization isotherms were fitted to linear, or Langmuir model, depending on the shape of the isotherms. The slope of the line for each probe was Considered as the equilibrium binding constant, K. Energy predictions based on the existing parameters were conducted using mfold (http://dnamelt.bioinfo.rpi.edu/twostate.php).

A system of equations was used to examine the relationship between K and nearest-neighbor (NN) counts of probes and the relationship between fluorescent densities and NN counts at fixed probe concentrations. In matrix form, the system can be re-written as N \cdot X = S where N is the matrix of the NN counts arranged as column-vectors
hybridization model with high R^2 platforms. All probes on Erie microarrays followed a linear in the shape of the hybridization isotherms by microarray distinct spotted probe concentrations. Note the difference microarrays. Different rows of panels in Figure 1 represent the isotherms obtained using Erie microarrays, while the one of the 95 probes. The left and middle panels represent different concentrations. 

Isotherms were generated for the same probes spotted at different concentrations. The left and middle panels represent the isotherms obtained using Erie microarrays, while the right panel represents the isotherms obtained using VWR microarrays. Different rows of panels in Figure 1 represent distinct spotted probe concentrations. Note the difference in the shape of the hybridization isotherms by microarray platform. All probes on Erie microarrays followed a linear hybridization model with high R^2 (the lines look curved due to the log scaling of the x-axis). Replication of this experiment using a different batch of Erie microarrays yielded similar results (i.e. compare the left panels to the middle panels). The Pearson correlation (r) of the Ks for the two Erie microarray experiments was r = 0.91, indicating high concordance (n = 309 samples based on 95 probes × 4 probe concentrations; ~18% were excluded because the R^2 was ≤0.85 for the linear regression between signal and target concentration). For VWR microarrays, the isotherms closely followed the Langmuir adsorption model with high R^2. Comparison of the Ks for the two different platforms revealed that the Ks for VWR microarrays (average K = 0.33) were more than a 100-fold smaller than those obtained for Erie microarrays (average K = 58.9). The Ks of the probes on VWR microarrays were not correlated to the Ks of the same probes on Erie microarrays.

Figure 1 and Figure 2 show a general trend that increased spotted probe concentration resulted in increased values of K for Probe 596 on Erie microarrays. This trend was consistent for all probes on Erie microarrays (Figure 3, top and middle panels). Although increased spotted probe concentration slightly decreased K for VWR microarrays (Figure 2), the slope was close to zero, suggesting that increased probe concentration does not affect the signal for this probe. Similarly, the distribution of K values for all VWR probes did not change with the increased probe concentration (Figure 3, lower panel), which follows the Langmuir model. The probe concentration therefore affects the distribution and value of K on Erie microarrays, but not VWR microarrays.

Consistent with other studies (e.g. (10)), the horizontal asymptote (P_0) of the hybridization isotherms for the VWR microarray varied for different probes, as reflected in the standard deviation of the mean (449.1 ± 349.5 fluorophores/μm^2, n = 93 probes; the data were collapsed by probe concentration). Clearly, some probes saturated at lower than expected signal intensities.

The results demonstrate that the shapes of hybridization isotherms are dependent on the platform and that the concentration of the spotted probes affects the distribution and value of K for Erie microarrays, but not VWR microarrays.

Results

All hybridization isotherm experiments were based on pure full-length 28S rRNA-target sequence that was hybridized for 4 h, and then washed using standard stringent washing procedures (see Materials and methods). The reason for using full-length 18S RNA is that most of the physical-chemistry-oriented papers dealing with microarrays try to predict hybridization thermodynamics by taking into account secondary structure of probes and targets, and the secondary structure is usually predicted using mfold or some analogous program. We have previously shown that there is no correlation between mfold predictions and signal intensity (6). To eliminate the potential problem of secondary structure predictions, we used a molecule that has known secondary structure, which was determined experimentally. We did not fragment this molecule because fragmentation would most likely cause secondary structure rearrangements.

Hybridization isotherms on low-density microarray platforms

Isotherms were generated by hybridizing rRNA target to microarrays at concentrations ranging from 0.15 to 6.83 nM. Both Erie and VWR microarrays contained 95 probes (20 nt) that were spotted at concentrations ranging from 6.25 to 50 μM. Therefore, hybridization isotherms were generated for the same probes spotted at different concentrations.

Figure 1 shows the hybridization isotherms obtained for one of the 95 probes. The left and middle panels represent the isotherms obtained using Erie microarrays, while the right panel represents the isotherms obtained using VWR microarrays. Different rows of panels in Figure 1 represent distinct spotted probe concentrations. Note the difference in the shape of the hybridization isotherms by microarray platform. All probes on Erie microarrays followed a linear hybridization model with high R^2 (the lines look curved due to the log scaling of the x-axis). Replication of this experiment using a different batch of Erie microarrays yielded similar results (i.e. compare the left panels to the middle panels). The Pearson correlation (r) of the Ks for the two Erie microarray experiments was r = 0.91, indicating high concordance (n = 309 samples based on...
Hybridization isotherms on high-density microarray platforms

In light of the finding that hybridization isotherms are dependent on microarray platform, we investigated the isotherms produced on NimbleGen and CombiMatrix microarrays using a random 70-mer DNA target that had no secondary structure (see Supplementary material for details). We chose this target because there has been many studies published using rRNA and we wanted to eliminate secondary structure effects.

We found that the hybridization isotherms of all probes on NimbleGen microarrays \((n = 3420)\) closely followed a Langmuir model with high \(R^2\) (Table S1, left panel), while those on CombiMatrix microarrays \((n = 553)\) followed a power-law with high \(R^2\) (Table S1, right panel). These results are consistent with the notion that the two platforms yielded differently shaped hybridization isotherms for the same probes and targets.

Nearest-neighbor model and Gibbs free energies by microarray platform

The \(Ks\) of the probe hybridization isotherms were used to determine the relationships with nearest-neighbor (NN) counts and Gibbs free energies (\(\Delta G^\circ\)'s). In theory, \(\Delta G^\circ\)'s obtained using the NN model (21,22) and \(Ks\) obtained from the hybridization isotherms should be highly correlated through the following equation:

\[
K = e^{-\Delta G^\circ / RT},
\]

where \(R\) is the universal gas constant and \(T\) is the absolute temperature. According to Equation (3), a decrease in \(\Delta G^\circ\) should result in an increase of \(K\).

Pearson’s correlation analysis of \(\Delta G^\circ\) and \(K\) indicated that these variables were not correlated for either platforms \((r < 0.05\) for Erie and VWR microarrays). We also calculated \(\Delta G^\circ_{\text{total}}\) by first folding rRNA into its secondary structure and then calculating \(\Delta G^\circ\) for the reaction involving partial rRNA unfolding and binding with the probe (OligoWalk software). In this case, the highest \(r = 0.59\) (probe concentration = 37.5 nM, \(n = 83\)), with the average \(r\) for all probe concentrations of 0.28 \((n = 1484)\). Therefore, solution-based \(\Delta G^\circ\) calculations were not sufficient for determining the \(K\) of immobilized probes.

To determine microarray-based \(\Delta G^\circ\), we applied the same approach used to make the original solution-based NN model (21,22). Specifically, this involved counting the NNs for each probe and then attempting to establish a relationship between NN counts and \(Ks\) using a system of over-defined equations (see Materials and methods).

The \(R^2\) of the numeric solutions were not sufficiently high to build an accurate microarray-based NN model for either microarray platform (maximum \(R^2 \sim 0.42\)) (Table S1). We slightly improved the \(R^2\) for Erie microarrays by analyzing each probe concentration individually, rather than examining all probe concentrations at once, or incorporating probe concentration as an additional factor in the system of equations. For the two replicated Erie microarray experiments, the \(R^2\) of the numeric solution improved from 0.36 and 0.42 (for all probes) to 0.53 and 0.52, respectively, for those probes spotted at 50 \(\mu\)M.

These results suggest that the microarray-specific NN model does not sufficiently explain the variability in the data and that other (yet to be defined) factors should be considered to further improve the model, which is part of our ongoing research.
Determination of fluorescent density of immobilized probes at equilibrium

The purpose of treating the microarray with isopropanol immediately after hybridization was to mechanically remove hybridization solution in order to record probe signal at equilibrium. Ethanol could have been used for this purpose as well, but we chose isopropanol over ethanol because preliminary experiments indicated that ethanol resulted in a higher background signal than isopropanol. All isopropanol/stringent washing experiments were conducted on Erie microarrays.

Table 1 shows the distribution of fluorescent densities for 96 perfect match (PM) probes that were hybridized to rRNA target for 4 h. At equilibrium, the fluorescent densities widely varied as reflected by the high standard deviations. Similar results were obtained for repeated experiments (i.e. using another Erie microarray; Table S2). Increased hybridization time (4 h versus 24 h) did not change the distribution about the mean (compare Table S2 to Table S3). These results suggest that signal from probes hybridized to the same target varied in fluorescent density even before stringent washing.

In theory, probe signals at equilibrium should be correlated to $\Delta G^\circ$. However, no correlation could be established with solution-based $\Delta G^\circ$. These findings reiterate the fact that solution-based $\Delta G^\circ$ are not sufficient for predicting signal of immobilized probes. It should be noted that we also tried to build a microarray-based NN model, similar to the one above. Of the seven different probe concentrations considered, the best linear regression was obtained for probes at 25 $\mu$M concentration ($R^2 = 0.37; n = 215$ probes). This low $R^2$ value suggests that, even at equilibrium, our NN model does not adequately explain the signal produced from a single target hybridized to microarray probes.

**Table 1.** Distribution of fluorescence density ($F_d$, fluorophores/µm²) at equilibrium by probe concentration on Erie microarrays hybridized for 4 h. Same probes and target were used for each probe concentration

<table>
<thead>
<tr>
<th>Probe concentration (µM)</th>
<th>Mean $F_d$</th>
<th>$\pm$ SD</th>
<th>Number of probes</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.25</td>
<td>76</td>
<td>76</td>
<td>96</td>
</tr>
<tr>
<td>8.75</td>
<td>92</td>
<td>70</td>
<td>96</td>
</tr>
<tr>
<td>12.5</td>
<td>83</td>
<td>61</td>
<td>96</td>
</tr>
<tr>
<td>17.5</td>
<td>108</td>
<td>90</td>
<td>96</td>
</tr>
<tr>
<td>25</td>
<td>105</td>
<td>85</td>
<td>96</td>
</tr>
<tr>
<td>35</td>
<td>109</td>
<td>90</td>
<td>96</td>
</tr>
<tr>
<td>50</td>
<td>106</td>
<td>85</td>
<td>96</td>
</tr>
</tbody>
</table>

with the microarray at equilibrium than after a stringent wash (Figure 4). Stringent washing therefore dissolves fluorescent debris on the microarray surface as well as removes some of the loosely bound target. From this observation, stringent washing might also remove bound target due to the establishment of nonequilibrium conditions.

To imitate actual hybridizations of biological samples, we added nontarget sequences (i.e. tRNAs), which could interfere with target–probe binding. The reason we chose prokaryotic tRNAs as nontarget sequences rather than other types of sequences (e.g. eukaryotic rRNAs or tRNAs) was because the pure target was of eukaryotic origin, and having both an eukaryotic target and nontargets might impart a bias to the experimental results. Although prokaryotic tRNAs differ in terms of their nucleotide composition, they are uniform in terms of their size (74–95 nucleotides). As our study will show (below), the prokaryotic tRNA sequences were ideal for investigating the interactions of immobilized probes with nontarget sequences because the tRNAs did cross-hybridize with probes, which is consistent with another study that showed cross-hybridization of nontargets to immobilized probes cannot be predicted (23).

Figure 5 is a composite of washing experiments; each panel in the composite represents a comparison of probe signals recorded at equilibrium to those recorded after stringent washing. Three variables were studied in our experiments: (i) hybridization time (4 h versus 24 h), (ii) signals recorded before versus after stringent washing and (iii) presence versus absence of nontargets. Table 2 is a summary of these experiments.

For pure rRNA target, hybridization time had a significant effect on the extent of signal intensity reduction after stringent washing. Specifically, 51–54% of the target was washed off the 4 h hybridized microarrays, while only 24–34% of the target was washed off the 24 h hybridized microarrays. This finding suggests that increased hybridization time resulted in fewer targets washed off the microarray.

For the mixture of rRNA and nontargets (tRNA), hybridization time had a similar effect on a mixture for the microarrays hybridized for 4 h, with 49–56%. However, no target was washed off the 24 h hybridized microarrays. These findings are consistent with the notion that increased hybridization time resulted in more binding of targets to probes (compare Tables S2 and S3), which might be expected given the size of the rRNA target used in this study (1919 nt). Presumably, portions of the bound target (e.g. tails) that are far away from the probe–target binding site serve as an enthalpic barrier, ‘entrapping’ target and nontarget sequences and therefore minimizing the removal of loosely bound target and nontargets during the stringent wash.

It should be noted that the slope recorded for the first stringent wash for the 24 h hybridized target with nontarget was $\approx 1$ (Figure 5, Panels in row D). This finding suggests that probe signal was greater after stringent washing than before and was confirmed in a replicated experiment.
In summary, hybridization time and the presence/absence of nontarget sequences had a substantial influence on probe signal recorded after stringent washing.

**Effects of the probe concentration on signal after stringent washing**

To determine if the effects of stringent washing are dependent on the spotted probe concentration, we compared the slopes of the regression lines of signal intensities recorded before and after washing with pure targets.

Table 3 reveals a general trend that probes spotted at higher concentrations (e.g. 35 μM) yielded higher slopes (e.g. \( m = 0.72 \)) than those spotted at lower concentrations (e.g. 6.25–25 μM; \( m = 0.51–0.63 \)). However, the highest spotted probe concentration (i.e. 50 μM) did not yield the highest slope, as one might have expected, presumably due to steric hindrances (24–27).

**Effects of probe sequence on signal after stringent washing**

Based on the slopes of the linear regressions for the pure rRNA target (Figure 5, Panels in rows A and C), one might erroneously conclude that the fluorescent densities change after stringent wash in a consistent manner for all probes. In fact, when each of the 96 probes was individually examined to determine possible probe sequence effects, no obvious pattern could be resolved for two-thirds of the probes (i.e. \( n = 63 \)). It is important to note that these probes had both high and low signal intensities, which rules out ‘noise’ as the sole source of variation. However, the remaining third of probes had slopes that were \( \geq 0.20 \) with \( R^2 > 0.67 \) (Table 4). Figure 6 shows the distribution of the fluorescent densities, the equations and the slopes for three of the 33 probes listed in Table 4. Examination of the probe sequences, their corresponding Gibbs free binding energies, the number of points used to make the regression line and the maximum fluorescent density value for each regression revealed that no one factor could explain why these 33 probes were different from the other 63 probes. In summary, some probes (~34%) were more affected by stringent washing than others.

**DISCUSSION**

Prior to this study, the number of reported hybridization isotherms was very small (28), particularly with regard to isotherms on microarray platforms other than Affymetrix. Probe hybridization isotherms are important to microarray studies because, once an isotherm has been established for a probe, target concentrations can be estimated from signal intensity. If isotherms were similar, or at least partially correlated, for the same probe–target duplexes on different platforms, cross-platform analysis of microarray results would be possible. Hence, the first question we sought to address was ‘are hybridization isotherms similar for the same target hybridized to the same probe on different platforms?’.

Also, prior to this study, the effects of stringent washing on probe signal were not well known. By determining probe–target signals at equilibrium, we reasoned that it might be possible to develop a model that compensates for stringent washing effects. The development of such a model could ultimately improve the estimation of target abundances. Hence, the second question we sought to address was ‘is it possible to model the effects of stringent washes on probe–target duplexes?’.

Since this study involved several platforms and many different experiments, Figure 7 provides an overview of experiments conducted and results obtained.

**Hybridization isotherms and microarray platforms**

The probe hybridization isotherms on VWR microarrays followed the Langmuir adsorption model (e.g. Figure 1,
Figure 5. The effect of successive stringent washes on probe fluorescent densities recorded at equilibrium. Samples were hybridized for 4 h (Panels in rows A and B) or 24 h (Panels C and D in rows) with active mixing and were either pure rRNA (Panels in rows A and C) or rRNA mixed with unlabeled tRNA (Panels in rows B and D). These results are based on at least two independent microarray experiments. Note that the number of points is not the same for different washes because converting signal intensity to fluorescent density sometimes generated numbers that were nonphysical.
right panels), which is consistent with previous Affymetrix studies (9,11–15). However, probe hybridization isotherms on Erie microarray platforms were linear in shape (Figure 1, left and middle panels) and could not be accurately modeled using the Langmuir adsorption equation. Moreover, the isotherms from Erie microarrays were affected by probe concentration (see Figure 2 and Figure 3), which violates the Langmuir adsorption model (28). These findings suggest that the underlying assumptions of hybridization isotherms are not justified, especially in terms of probe saturation, which will become evident below. A possible explanation for the isotherms not following the Langmuir curve is that as more target is bound, the energetics for hybridization changes, which goes against the basic assumption of the Langmuir model.

Since the microarray experiments, for our first question posited, were performed using the same target, probes, buffers and scanner, the only factor that could possibly explain the difference in the shape of the hybridization isotherms was the microarray platforms themselves. Potential differences in the platforms include: the composition of synthesized probes and linker molecules that attach probes to the microarray surface, and the electrostatic charge of the microarray surface. We ruled out differences in the composition of synthesized probes and linker molecules because the same synthesized probes and linkers were used to attach to the epoxysilane surface of the glass microarrays. We also ruled out the way the probes were attached because the same arrayer, buffer conditions and probe concentrations were used.

The electrostatic interactions on the surface of a microarray could be affected by the way the microarray was treated during the manufacturing process. An examination of the manufacturer’s information sheet accompanying one of the microarrays revealed a disparity in the way the glass surfaces were treated. Specifically, the epoxy moiety was attached to the surface of Erie microarrays using a vapor-coating process, which yields a uniform surface free of impurities. Other microarray manufacturers (e.g. VWR) attach the epoxy moiety to the microarray by dipping the slide in a 1% solution of epoxysilane for various lengths of time. It is possible that the epoxy layer afforded by the vapor-coating process affects the electrostatic interactions on a microarray surface by screening the charge associated with the glass, while the ‘dipped’ slides are less effective at screening this charge. Hence, the way the surfaces of the microarrays were treated prior to attachment of the probes presumably explains the variation in shape of the hybridization isotherms and the differences in $K$ for the same probe–target duplexes (Figure 1).

**Electrostatic interactions and hybridization isotherms**

It is widely believed that the hyperbolic shape of hybridization isotherms is due to probe–target saturation (8,11) and that the lack of agreement in the height of the horizontal asymptote for different probes is the result of stringent washing, insufficient hybridization time and/or the presence of nontarget sequences, which sterically hinder the hybridization of specific targets (10). Results presented in this study do not support the idea that the hyperbolic shape is due to probe–target saturation because neither Erie nor CombiMatrix microarrays produced a horizontal asymptote at high target abundance. One could argue that the target used for these experiments was not sufficiently abundant to produce a horizontal asymptote. But, the same target abundances were used for both VWR and Erie microarray experiments and the VWR microarrays produced an asymptote while the Erie microarrays did not. Similarly, when the same target abundances were used for both NimbleGen and CombiMatrix microarrays, the NimbleGen microarrays produced a horizontal asymptote while the CombiMatrix microarrays did not. Therefore, if the shape of the hybridization isotherms was not due to probe saturation what then explains the differences in the shapes?

It can be argued that the variation in isotherm shapes could be due to different quantities of probes per spot. We ruled out probe-density effects because variations in probe concentrations of Erie microarrays did not yield differently shaped isotherms. For the high-density microarrays (CombiMatrix and NimbleGen), one is less sure about the density of probes directly synthesized on the microarray surface because this information is proprietary. This synthesis leads us to the following working hypothesis: electrostatic interactions associated with the microarray surface, at least partially, explain the difference in the shapes of hybridization isotherms among the platforms.

Electrostatic interactions play a key role in probe–target hybridization because nucleic acid targets, the ions in solution and the microarray surface have an electrostatic
charge. In a neutral-pH buffer, all nucleic acid molecules have a negatively charged phosphate backbone that is surrounded by a cloud of counter-ions (e.g. cations such as Na\(^+\)) (29). The density of this counter-ion cloud plays an important role in hybridization because it reduces the electrostatic repulsion between a probe and a target, which allows hydrogen bonding to take place and subsequent formation of a duplex. For glass microarrays, the counter-ions in solution also balance the charge on the glass surface (30). In a 1.0 M salt buffer used for hybridization, for example, the glass surface of a microarray has a charge of \(-35\) mV (30). But when the same microarray is washed with a 0.1 M salt buffer used for stringent washing, the glass surface has a charge of \(-80\) mV (30). The presumed reason for this difference is that the 0.1 M salt buffer contains fewer cations to balance the charge on the glass surface of the microarray. In the case of CombiMatrix microarrays, target molecules are not affected by the surface because it is composed of polysaccharide, which has neutral charge (published patent information) and is estimated to be 1–5 monolayers thick, or 1–5 nm (10–50 Å) (CombiMatrix, personal communication).

We have emphasized electrostatic interactions on the surface of the microarrays because all hybridization isotherms generated in our study were obtained after stringent washing and microarrays with charged surfaces would have been more affected by stringent washing

| Table 3. Relationship of probe concentration and the linear regressions of fluorescent density (\(F_d\), fluorophores/μm\(^2\)) before and after stringent wash on Erie microarrays |
|----------------|----------------|----------------|----------------|
| Probe concentration (μM) | \(m\) | \(b\) | \(R^2\) | Number of probes |
|----------------|----------------|----------------|----------------|
| 6.25 | 0.54 | -2.4 | 0.79 | 228 |
| 8.75 | 0.52 | -0.2 | 0.87 | 231 |
| 12.5 | 0.51 | 0.3 | 0.78 | 235 |
| 17.5 | 0.55 | -2.4 | 0.81 | 256 |
| 25 | 0.63 | -8.1 | 0.85 | 262 |
| 35 | 0.72 | -17.9 | 0.87 | 279 |
| 50 | 0.61 | -9.1 | 0.86 | 281 |
| All | 0.62 | -8.3 | 0.85 | 1772 |

Each linear regression is shown in the standard \(y = mx + b\) format, with \(m\) representing the slope, \(x\) representing \(F_d\) before stringent wash, \(y\) representing the predicted \(F_d\) after the first stringent wash and \(b\) representing the intercept. In general, the slope increases with the increased spotted probe concentration. Based on two replicated experiments.

<p>| Table 4. Probes yielding linear relationships in fluorescent density ((F_d), fluorophores/μm(^2)) before and after stringent wash with (R^2 &gt; 0.66) |
|----------------|----------------|----------------|----------------|----------------|</p>
<table>
<thead>
<tr>
<th>Probe number</th>
<th>Sequence</th>
<th>(m)</th>
<th>(B)</th>
<th>(n)</th>
<th>(R^2)</th>
<th>Max. (F_d)</th>
<th>(\Delta G^\circ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1366</td>
<td>ACCAACTAACAGCCGCCCCATG</td>
<td>0.20</td>
<td>14.70</td>
<td>14</td>
<td>0.68</td>
<td>140</td>
<td>-32.1</td>
</tr>
<tr>
<td>1373</td>
<td>TGCTCCACACAACTAGAAC</td>
<td>0.33</td>
<td>3.80</td>
<td>20</td>
<td>0.67</td>
<td>130</td>
<td>-32.8</td>
</tr>
<tr>
<td>123</td>
<td>TTACGTATGACGACCGTTG</td>
<td>0.34</td>
<td>13.30</td>
<td>27</td>
<td>0.68</td>
<td>200</td>
<td>-34.4</td>
</tr>
<tr>
<td>1513</td>
<td>GCATCAGAGCACTGATTGT</td>
<td>0.36</td>
<td>10.60</td>
<td>20</td>
<td>0.68</td>
<td>225</td>
<td>-30.2</td>
</tr>
<tr>
<td>1288</td>
<td>GGCCGAGGTTGAGGTGTCGGT</td>
<td>0.38</td>
<td>9.70</td>
<td>14</td>
<td>0.76</td>
<td>160</td>
<td>-39.8</td>
</tr>
<tr>
<td>1656</td>
<td>GAATCCTCTGCTTCTAGGAA</td>
<td>0.39</td>
<td>0.60</td>
<td>24</td>
<td>0.78</td>
<td>175</td>
<td>-31.0</td>
</tr>
<tr>
<td>626</td>
<td>GGTTTGGATCTGATAATG</td>
<td>0.40</td>
<td>4.90</td>
<td>14</td>
<td>0.84</td>
<td>100</td>
<td>-26.1</td>
</tr>
<tr>
<td>1507</td>
<td>CAGACCTTTAATTTGCAA</td>
<td>0.45</td>
<td>7.20</td>
<td>24</td>
<td>0.85</td>
<td>200</td>
<td>-28.9</td>
</tr>
<tr>
<td>978</td>
<td>GCATCGTTATGATCGGAAC</td>
<td>0.46</td>
<td>-4.10</td>
<td>25</td>
<td>0.8</td>
<td>250</td>
<td>-31.5</td>
</tr>
<tr>
<td>639</td>
<td>GGCTGCTGGCACAGCTG</td>
<td>0.48</td>
<td>-4.90</td>
<td>16</td>
<td>0.82</td>
<td>250</td>
<td>-38.0</td>
</tr>
<tr>
<td>1839</td>
<td>CATTTTATTTTTATTTTTTATG</td>
<td>0.49</td>
<td>-11.20</td>
<td>30</td>
<td>0.81</td>
<td>350</td>
<td>-27.4</td>
</tr>
<tr>
<td>891</td>
<td>TCTATTATATATTTATTC</td>
<td>0.50</td>
<td>-3.20</td>
<td>21</td>
<td>0.71</td>
<td>110</td>
<td>-27.1</td>
</tr>
<tr>
<td>1667</td>
<td>GGCTTTATCAGGGATCTC</td>
<td>0.51</td>
<td>0.20</td>
<td>17</td>
<td>0.89</td>
<td>80</td>
<td>-34.0</td>
</tr>
<tr>
<td>645</td>
<td>TACCGGCGCTGCTGGCACCA</td>
<td>0.52</td>
<td>-4.20</td>
<td>18</td>
<td>0.92</td>
<td>200</td>
<td>-41.0</td>
</tr>
<tr>
<td>1073</td>
<td>GATCGTCTCTGACCTCGA</td>
<td>0.52</td>
<td>4.90</td>
<td>28</td>
<td>0.78</td>
<td>400</td>
<td>-34.1</td>
</tr>
<tr>
<td>1214</td>
<td>CTTTAAAGTTTCTAGTTCGT</td>
<td>0.54</td>
<td>-10.60</td>
<td>26</td>
<td>0.92</td>
<td>275</td>
<td>-27.8</td>
</tr>
<tr>
<td>512</td>
<td>AGTGGGGATTTGCGGCGCT</td>
<td>0.54</td>
<td>-1.10</td>
<td>14</td>
<td>0.76</td>
<td>75</td>
<td>-34.7</td>
</tr>
<tr>
<td>235</td>
<td>CCCGCCGGGTGAGCCCGCTG</td>
<td>0.57</td>
<td>-6.50</td>
<td>15</td>
<td>0.82</td>
<td>150</td>
<td>-43.0</td>
</tr>
<tr>
<td>636</td>
<td>TGCGGACACAGATTTGCC</td>
<td>0.58</td>
<td>-7.10</td>
<td>24</td>
<td>0.91</td>
<td>200</td>
<td>-39.2</td>
</tr>
<tr>
<td>953</td>
<td>GCCGCCGCGCGCTTCCTT</td>
<td>0.59</td>
<td>8.50</td>
<td>28</td>
<td>0.67</td>
<td>225</td>
<td>-41.0</td>
</tr>
<tr>
<td>1006</td>
<td>TGCTCTTTGGTCGCGGCT</td>
<td>0.60</td>
<td>4.80</td>
<td>32</td>
<td>0.82</td>
<td>400</td>
<td>-39.3</td>
</tr>
<tr>
<td>537</td>
<td>TTCTGCACTCTCCCGCAG</td>
<td>0.61</td>
<td>-0.50</td>
<td>39</td>
<td>0.75</td>
<td>450</td>
<td>-36.0</td>
</tr>
<tr>
<td>1531</td>
<td>AGCGCGCACTTAAAGGGC</td>
<td>0.63</td>
<td>-11.60</td>
<td>16</td>
<td>0.76</td>
<td>100</td>
<td>-31.5</td>
</tr>
<tr>
<td>1059</td>
<td>CTTGACATTTTCTCTTGTGAT</td>
<td>0.64</td>
<td>-27.10</td>
<td>37</td>
<td>0.87</td>
<td>500</td>
<td>-29.9</td>
</tr>
<tr>
<td>1067</td>
<td>TTGCGAACCTCCTGAGCTTC</td>
<td>0.65</td>
<td>-9.30</td>
<td>35</td>
<td>0.83</td>
<td>400</td>
<td>-32.1</td>
</tr>
<tr>
<td>1235</td>
<td>GCGTTGGCCCTCTCCGTACAT</td>
<td>0.65</td>
<td>8.60</td>
<td>33</td>
<td>0.78</td>
<td>450</td>
<td>-36.5</td>
</tr>
<tr>
<td>879</td>
<td>ATTCTTAGCTGGCTTATCA</td>
<td>0.68</td>
<td>-22.30</td>
<td>37</td>
<td>0.87</td>
<td>600</td>
<td>-31.7</td>
</tr>
<tr>
<td>1850</td>
<td>AACTTGTTAGCTGCTTTAT</td>
<td>0.70</td>
<td>-47.80</td>
<td>36</td>
<td>0.9</td>
<td>900</td>
<td>-26.4</td>
</tr>
<tr>
<td>1510</td>
<td>TCACAGACCTGTTATGCT</td>
<td>0.73</td>
<td>-23.10</td>
<td>36</td>
<td>0.91</td>
<td>500</td>
<td>-31.5</td>
</tr>
<tr>
<td>494</td>
<td>CTGCTCTGTCTCCTCTTGTGAT</td>
<td>0.78</td>
<td>-25.80</td>
<td>39</td>
<td>0.78</td>
<td>700</td>
<td>-34.8</td>
</tr>
<tr>
<td>1076</td>
<td>TGTGATGCTCTGCTAACCTC</td>
<td>0.82</td>
<td>-28.70</td>
<td>34</td>
<td>0.78</td>
<td>350</td>
<td>-32.7</td>
</tr>
<tr>
<td>1228</td>
<td>CCTTTCTCGTCAATCTTTT</td>
<td>0.85</td>
<td>-55.70</td>
<td>39</td>
<td>0.88</td>
<td>750</td>
<td>-30.2</td>
</tr>
</tbody>
</table>

Each linear regression is shown in the standard \(y = mx + b\) format as explained in Table 3. Max \(F_d\), maximum \(F_d\) in the linear regression; \(\Delta G^\circ\), Gibbs free energy of binding; probe number represents the position the probe relative to the target. The table is ordered by slope. No relationship could be established between position of probe relative to the target, the slope, the number of data points (\(n\)) used for the regression line, the max \(F_d\) or the \(\Delta G^\circ\) value.
than microarrays with a neutrally charged surface. One would expect more loosely bound target to be washed off a negatively charged surface than a neutral-charged surface because the negatively charged surface de-stabilizes and repels nucleic acids away from the surface in a low salt buffer (30,31) while the neutrally charged microarray does not. Therefore, although the exact physicochemical mechanisms have not been worked out and are part of an ongoing study, it is the differences in the electrostatic interactions on the microarray surface that presumably explain the variation in shapes of hybridization isotherms on different microarray platforms.

We suggest that the difference in the shape of isotherms from Erie and VWR microarrays, which both have glass surfaces, is due to the way the surfaces are treated prior to probe spotting. It has been shown that solution versus vapor deposition has a significant effect on the morphology of silane molecules on the glass surface (32 and references therein). Apparently, the vapor coating of the Erie microarrays yields a different texture of an epoxysilane layer than that on VWR microarrays.

In the case of CombiMatrix microarrays, the electrostatic effects on the microarray surface are negated because of the surface has a neutral charge. The neutral charge surface explains the reason why hybridization isotherms on CombiMatrix microarrays are so different in shape compared to those produced on other platforms.

In summary, and in answer to the first question posited ('are hybridization isotherms similar for the same target hybridized to the same probe on different platforms?'), hybridization isotherms of the same probe–target duplexes vary in shape on different microarray platforms due to electrostatic interactions on the surface of the microarrays. VWR, NimbleGen and Affymetrix microarrays produced hyperbolic isotherms because these microarrays have negatively charged glass surfaces, which increase electrostatic interactions relative to neutrally charged surfaces. Erie microarrays produce linear-shaped hybridization isotherms because the epoxy layer presumably screens the negative charge associated with the glass surface. CombiMatrix microarrays yield isotherms that follow a power-law because the surface is neutrally charged. Isotherms generated from CombiMatrix microarrays are similar to those from Erie microarrays because they do not produce a horizontal asymptote, indicative of probe saturation. Certainly more research is needed to physically investigate the differences between the microarray surfaces.

Nearest-neighbor model for microarrays

There is some confusion in the literature regarding NN models and the ability to accurately predict signal on an oligonucleotide microarray. It has recently been reported that thermodynamic behavior of short oligonucleotide microarrays can be described using the NN model (33). This is only true for a few microarray platforms that are composed of three-dimensional matrices (34; e.g. gel-pad, gel-drop or CodeLink microarrays) because the oligonucleotide probes are not attached to any surface and behave like probes in solution. For most microarrays, i.e. those with surface-attached oligonucleotides, there is no correlation between ΔG° and signal (6), which is consistent with the results found in this study.

Given the lack of correlation between ΔG° and signal, we attempted to develop a microarray-based NN method. By relating the K of probe hybridization isotherms to NN parameters for both PM and MM probe–target duplexes, we were able to account for up to 53% of the variability in the model (Table S1). However, the low to moderate $R^2$ of

![Figure 6](image-url). Three probes from Table 4 that are affected by stringent washing. Note the difference in the slopes of the three probes. More targets were washed off Probe 645 ($m = 0.52$) than Probe 1228 ($m = 0.85$). Shaded regions represent the 99% individual and slope confidence levels. Fluorescent density is in fluorophores/μm².
the regression line suggested that the model does not adequately account for all factors affecting $K$. One factor that might have contributed to the variability of $K$ was that all microarrays were stringently washed. To test if stringent washing contributed to this variability, we developed the isopropanol treatment approach, which provides a 'snapshot' of signal intensities attained at equilibrium. We found that neither the solution-based NN model nor our own microarray-based NN model sufficiently explained the variation of signal intensities before (using isopropanol treatment) or after stringent wash.

Stringent washing and probe–target equilibrium

The purpose of the stringent wash is to improve the signal-to-noise ratio by washing away unbound labeled target while minimizing removal of PM targets. The procedure typically involves rinsing the microarray with the low-salt buffer at constant temperature. Once the stringent wash has been performed, it is believed that nontarget duplexes are washed away and the observed signal represents the ‘true’ signal of the specific target duplexes. This belief is not supported in this study or in previous studies (35,36). In addition, it appears that the probes were not saturated even before stringent washing (i.e. at equilibrium), suggesting that stringent washing alone is not the cause of this phenomenon.

We examined the effects of stringent washing on Erie microarrays rather than VWR microarrays because Erie microarrays yielded linear hybridization isotherms with high $R^2$ and the $K$s were shown to be consistent for probes in replicated experiments, as shown in Figure 1 (left and middle panels). In order to perform clean experiments, only one rRNA target (as opposed to multiple targets) was used in the first set of experiments. To investigate the effects of nontargets on stringent washing, tRNAs was included with the rRNA target in a second set of experiments. In both sets of experiments, hybridization time was varied from 4 h to 24 h in order to generate different populations of loosely bound and (completely) bound targets. The reason 4 h hybridization time was chosen as opposed to some other time is that 4 h was proven to be sufficient by the manufacturer of our active-mixing hybridization station (aHyb, Miltenyi Biotec) and also this amount of time was used in our previous microbiology experiments (5). We anticipated that the signal of 4 h hybridized microarrays to be composed of both loosely bound and bound targets and that of 24 h hybridized microarrays to be mostly composed of bound targets.

An important finding of our study was that stringent washing distorts the ‘true’ signal of specific probe–target duplexes as reflected in the inconsistent differences of
probe fluorescent densities before and after stringent wash (Figure 5). Apparently, the distortion varies by hybridization time (Table 2), probe concentration (Table 3) and probe sequence (Table 4). Hybridization time affected the amount of bound target retained on the microarray after the stringent wash. Extended hybridization times resulted in more bound target and less target removed from the microarray due to stringent washing. This finding is consistent with the model described by Skvortsov et al. (10). Stringent washing was found to differentially affect probe signal as a function of probe concentration, which was not previously recognized, nor particularly well understood. Stringent washing was also found to differentially affect signal as a function of probe sequence, which has been reported in previous studies (35,36).

In answer to the second question posited (‘is it possible to model the effects of stringent washes on probe–target duplexes?’), it is very challenging to model the effects of stringent washing because stringent washing affects probes in many different ways (e.g. hybridization time, probe sequence, probe concentration) that are poorly understood in terms of physicochemistry. Clearly, more systematic studies are needed to better understand the physicochemistry of stringent washing on immobilized probes.

Isopropanol treatment as an alternative for stringent washing

We have initiated our exploration of the pre-wash signal intensities using the Erie microarrays because (i) they yielded linear isotherms, which were easy to interpret and (ii) washing experiments required a very high number of arrays, which means that other platforms like Combimatrix or NimbleGen were too expensive to try at that stage of our research.

Isopropanol treatment appears to be a robust approach for removing hybridization solution while not effecting bound targets because controlled experiments that repeatedly treated the microarrays with isopropanol revealed that signal from bound pure target did not change substantially with repeated treatments (i.e. the data closely followed the line of equality, Figure S2).

An advantage of isopropanol treatment over stringent washing is that isopropanol provides a snapshot of probe–target duplexes at equilibrium. In contrast to stringent washing, isopropanol prevents the dissociation of nucleic acids from taking place, whereas a stringent wash is a definitive nonequilibrium process and therefore has an additional effect on nucleic acid targets. Future studies are needed to examine if other solvents (e.g. acetone) have more desirable properties for removing unbound targets than isopropanol.

Probe signal variation at equilibrium

A key finding of this study is that, at equilibrium, fluorescent densities varied for microarray probes hybridized to the same pure target. Previously, it was thought that all microarray probes should yield a constant signal at equilibrium because the probes saturate in the presence of excess target in solution (11). Apparently, excess target was not enough to saturate all probes in the same way, as shown by the high standard deviation of the mean fluorescent density in Tables 1, S2 and S3. As mentioned in the discussion of hybridization isotherms, probe signals vary for the same target at equilibrium, presumably due to electrostatic interactions.

Other factors potentially contributing to the variation in probe signals at equilibrium include the same factors affecting hybridization isotherms (e.g. 10,24,25,27,28, 37–40). In this study, we did not investigate which of these factors contributed to the variation in probe signal at equilibrium because that would go beyond our stated objectives.

Final remarks

Our finding that there was no obvious relationship between solution-based $\Delta G$ and measured $\Delta G$, or between solution-based $\Delta G$ and fluorescent density ($\equiv$ signal intensity), seems to contradict other studies (31,41). For example, Poulsen et al. reported [in Figure 2C in (31)] that the best $R^2$ for the linear regression between solution-based $\Delta G$ and signal intensity was 0.58, which means that $<60\%$ of the variability was explained. This result is consistent with the present study, as well as the Pozhitkov et al. (6) study, where one (i.e. Plectus minus) of nine rRNA targets investigated yielded $R^2 = 0.40$ (see Table 4 in (6)) (note that the other eight rRNA targets yielded lower $R^2$). Another example is the Wei et al. study, which also showed a trend in the relationship between $\Delta G$ and signal intensity [Figure 1 of (41)]. This trend only appears when a very large set of probes was examined and when the probe signal intensities were binned. Close examination of the spread of the data revealed large deviations about the average values. Hence, in reviewing the studies of Poulsen et al., Pozhitkov et al., Wei et al. and this study, one is left to conclude that the theoretical foundation for the design of microarray oligonucleotide probes using $\Delta G$ is nowhere near that of other instruments implemented in other fields (e.g. the Nernst equation perfectly describes the behavior of a pH probe or any other ion-selective probe). Therefore, studies advocating the utilization of $\Delta G$ as a predictive measure of signal intensity of an immobilized probe should be viewed with caution.

In light of the findings in this study, there is yet another belief in the microarray field that needs to be addressed: that ‘stringency conditions are very important for attaining a good correlation between $\Delta G$ and signal intensity’ (31). From a theoretical point of view, $\Delta G$ characterizes the equilibrium attained between targets and a probe. On the other hand, stringent washing is a fundamentally nonequilibrium process used to wash off unbound target. Therefore, the argument that stringency (a nonequilibrium process) is important to obtaining a good correlation between $\Delta G$ and signal intensity (an equilibrium process) is ‘contradictory’. In retrospect, stringency conditions have no relevance for determining the correlation between $\Delta G$ and signal intensity.
We have emphasized the distinction between equilibrium and nonequilibrium processes because potentially, an optimally stringent buffer can remove nonspecifically bound targets, which empirically might result in a better correlation between $\Delta G$ and signal intensity for solutions containing nontargets. Since the section in our study dealing with $\Delta G$ and signal intensity (i.e. fluorescent density) involved pure targets only, the argument that our experiments were not conducted using the ‘correct’ stringency is irrelevant because nonspecific targets were not present.

To further demonstrate the point, we investigated two different post-hybridization conditions (i.e. one condition examined signal at equilibrium (isopropanol treatment) and the other condition examined the signal following nonequilibrium (stringent wash using 0.2 x SSC—which is a standard microarray buffer). Regardless of the post-hybridization condition, we found a poor relationship between predicted and directly measured $\Delta G$ and between signal intensity and directly measured $\Delta G$. These results bring us back to the notion that theoretical predictions have little merit for designing immobilized probes.

The take-home message of this study is that there is a considerable misinformation in the literature, and reiterations of studies that mix theoretical predictions with empirical probe optimizations (which are often highly cited) further add confusion to microarray research. Also, there is a multitude of papers reanalyzing the decade-old Affymetrix datasets, which brought about the notion that all microarray hybridizations follow a Langmuir isotherm. We assert that in order to more fully understand hybridization (an equilibrium process) and dissociation (a nonequilibrium process) on oligonucleotide microarrays, the fundamentals of the microarray physicochemistry need to be established and that these fundamentals must be coupled with experimental results on different microarray platforms.

CONCLUSION

Apparently, the shape of hybridization isotherms was determined by the microarray platform. Our study discovered that the Langmuir adsorption model is not the only model to explain microarray hybridizations. We also discovered that probes do not always saturate at equilibrium, even in excess of target in solution.

Hybridization time had a substantial effect on the amount of target washed off during stringent washes, with fewer targets being washed off with extended hybridization times. An alternative to stringent washing is to treat the microarray with isopropanol. By performing the isopropanol treatment, the unbound targets are removed from the microarray surface, which simplifies microarray processing because the problems associated with stringent washes (i.e. nonequilibrium conditions) are eliminated and washing is no longer necessary.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.
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