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ABSTRACT 

APPLICATION OF MOLECULAR MODELING IN THE NONCOVALENT 

DISPERSION OF CARBON NANOMATERIALS 

by Praveen Kumar Madasu 

December 2009 

Molecular modeling is a powerful tool to better understand the intermolecular 

interactions of carbon nanostructures. It provides structures and energies not easily 

obtainable from experiments and predicts properties that can be tested experimentally. 

Intermolecular interactions play an important role in the aggregation of various carbon 

nanomaterials. Three molecular modeling studies of carbon nanomaterial dispersions are 

presented in this dissertation, with an emphasis on illustrating how effective these 

theoretical techniques are in providing insight on the selection of dispersion additives. 

To achieve our goals, we employed molecular mechanics based methods, along with 

semi-empirical methods, and quantum mechanical methods, such as density functional 

theory. Of these techniques, molecular mechanics based methods were the more 

frequently applied. Chapter I serves as a brief review of computational methods with an 

emphasis on molecular mechanics. 

The first project (Chapter II) includes theoretical studies on the dispersion of 

single-walled carbon nanotubes (SWNTs) via non-covalent attachment of dispersing 

polymers. This effort involved the investigation of the binding affinities between specific 

polymers and SWNTs. Dispersion of SWNTs has been of great interest for many years 

due to numerous applications promised by their unique combination of electronic, 

mechanical, chemical, and thermal properties. SWNTs are incompatible with most 
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solvents and polymers, which results in poor dispersion of these compounds in the 

polymer matrix. Van der Waals attraction among tubes over a large surface area leads to 

significant agglomeration, thus preventing efficient transfer of their superior properties to 

the matrix. Improving our fundamental understanding of the interactions of polymer-

SWNT interactions at the molecular level is needed for the development of new materials 

based on SWNTs. Structures of SWNT-polymer complexes were optimized using 

molecular mechanics, employing COMPASS forcefield. The optimized complexes 

enabled a morphological analysis of the arrangement of polymer strands on the SWNT 

surface and calculations of the intermolecular interaction energies. Our calculations 

identified a strong binding affinity between SWNTs and conjugated polymers containing 

heteroatoms. The inclusion of solvent effects in the theoretical calculations produced 

results matching experimental observations from laboratory dispersion studies. 

The second project (Chapter III) consists of computational studies on the potential 

dispersion of metallic nitride fullerenes (MNFs), e.g. Sc3N@Cgo, using a solvent-

compatible complexing agent. MNFs have a unique hollow-ball shape built from 12 

carbon pentagons and 30 hexagons, possessing truncated icosahedra symmetry and 

encapsulating a trimetallic-nitride cluster at the core of the cage. This unique structure 

results in its distinctive physical and chemical properties. The ability of MNFs to bring a 

functional metal to polymeric nano-composite systems opens up the possibility for 

extraordinary properties, e.g. magnetic, electroactive, and radioactive properties, which 

hold great promise for medical, optical, and electronic applications. Incorporation of 

MNF materials in a polymer support material involves the uniform dispersion of MNFs 

in the matrix. Due to the all-carbon cage, MNFs are very hydrophobic materials and 
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possess minimal solubility in common organic solvents (mg/mL scale), monomers, and 

polymers, complicating the dispersion process. The ability to disperse MNFs in polymers 

is paramount to realizing the potential of these materials in future commercial 

applications. MNFs are difficult to chemically functionalize without altering the 

desirable intrinsic properties; therefore, an important aspect of this work is the focus on 

potential non-covalent dispersion techniques using co-additives, which is a versatile, 

nondamaging chemistry and preserves all of the intrinsic properties of MNF. 

Here we studied the interactions between dispersing additive molecules and 

MNFs using molecular mechanics and specifically calculating interaction energies 

between MNFs and a variety of additive molecules. A series of resorcinarene and 

calixarene compounds were surveyed, and characteristics of suitable candidates were 

identified. Select resorcinarene and calixarene compounds were used in experimental 

MNF dispersion studies, analyzing samples by particle size measurements and NMR 

chemical shifts. These experimental studies supported theoretical results, and the 

dispersion of MNFs in DMF was achieved. 

In a third project (Chapter IV), interactions of naphthenic acids with crude oil 

asphaltenes were examined; thereby contributing significantly to the volume of 

knowledge available describing the affinities of these acidic and basic components of 

crude oil. In this project a molecular mechanical analysis with an accepted structure of 

asphaltene was performed, and intermolecular interactions between asphaltene and 

naphthenic acids dispersants were calculated. The geometries of the asphaltene -

naphthenic acid complexes were optimized and five resultant regioisomers of the 

asphaltene-naphthenic acid complex were analyzed. The molecular mechanical 
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calculations suggest that the intermolecular interactions between asphaltene and 

naphthenic acids consist of vdW and electrostatic interactions. 
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CHAPTER I 

MOLECULAR MODELING 

1.1 Introduction 

Molecular modeling refers to theoretical methods and computational techniques 

to mimic the behavior of molecules and molecular systems [1]. Computer models, with 

the advances in hardware and software, can store and provide precise details of a 

molecular system, implemented with high level mathematics to describe the complex 

relations between each component. Thus, computer models allow complex systems to be 

understood and visualized, and their behavior to be predicted within the scope of the 

model. The computer modeling used in studying chemistry at the molecular or atomic 

level gives us a means of observing unusual systems, and measure properties that cannot 

be done under normal conditions. It also allows for screening virtual compound libraries 

which leads to saving time, effort, and expense. Besides chemical and biochemical 

applications, molecular modeling is also currently used in chemical engineering and 

nanotechnology [2]. 

There are two different approaches to molecular modeling: quantum mechanics 

and molecular mechanics (or classical mechanics). Quantum mechanics is a procedure 

based on the principles of quantum physics. In this approach, nuclei are arranged in space 

and the corresponding electrons are spread all over the system in a continuous electronic 

density, which is computed by solving the Schrodinger equation. Quantum mechanics 

explicitly represents the electrons in a calculation, and so it is possible to derive 

properties that depend upon the electronic distribution and, in particular, to investigate 
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chemical reactions in which bonds are broken and formed. When chemical reactions do 

not need to be simulated, molecular mechanics can describe the geometrical behavior of a 

molecular system. Molecular mechanics can be used to compute the energy of systems 

containing a large number of atoms, such as molecules or complex systems of 

biochemical and biomedical interest. In contrast to quantum mechanics, molecular 

mechanics ignore electrons and compute the energy of a system only as a function of the 

nuclear positions. 

This dissertation deals with molecular modeling of carbon nanomaterials. For this 

purpose we primarily employed molecular mechanical methods. To a lesser extent we 

also employed quantum mechanical methods such as density functional theory (DFT) [3] 

and semiemperical methods. This chapter gives a brief introduction to some concepts 

used in molecular modeling, such as quantum mechanics, molecular mechanics, and 

molecular dynamics and a detailed background on the methods employed in this study. 

1.1.1 Research Overview 

This dissertation comprises three molecular modeling projects, which focus on the 

specific interactions between select carbon nanostructures and solution additives to 

enhance dispersion stability or promote matrix stability. Specifically these projects 

include nanotube-polymer interactions, metallic nitride fullerene-calixarene interactions, 

and asphaltene-naphthenic acid interactions. 

Chapter I provides a background on molecular modeling methods. 

Chapter II describes a molecular modeling study of SWNTs with different 

polymeric materials mainly using molecular mechanics approach. Modeling results are 
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validated by the experimental dispersion of SWNTs. The goals of this study are (1) to 

calculate the binding energy between SWNTs and polymers (2) demonstrate the 

experimental dispersion of SWNTs (3) and to compare the modeling data with 

experimental SWNTs dispersions. 

Chapter III presents a molecular modeling of Sc3N@Cgo metallic nitride fullerene 

with a series of calixarenes. The goals of this study are (1) to determine the relative 

binding energies between Sc3N@Cso and different calixarene compounds (2) and 

demonstrate the experimental dispersion of Sc3N@Cso using select calixarene 

compounds. 

Chapter IV presents a molecular modeling of asphaltenes with a series of 

naphthenic acids. The goals of this study are (1) to determine the relative binding 

energies between asphaltenes and different naphthenic acids (2) and demonstrate the 

experimental dispersion of asphaltenes using select naphthenic acids. 

1.2 Introduction to Modeling Methods 

1.2.1 Quantum Mechanical Methods 

Chemical phenomena are determined by the behaviors of electrons, which are 

governed by the laws of quantum mechanics. Ab initio methods are based entirely on 

theory from first principles. Other methods are called empirical or semi-empirical 

because they employ experimental results, often from acceptable models of atoms or 

related molecules, to approximate some elements of the underlying theory. Thus ab initio 

approach would require solving Schrodinger's equation for the chemical system under 

study. Schrodinger's equation can yield the exact energy of a system if the complete wave 
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function and Hamiltonian are employed. However, a complete wave function and 

Hamiltonian are far too computationally expensive to be tractable and are difficult to 

define for multi-electron systems. A series of approximations have been adopted to 

simplify the Hamiltonian, thereby limiting the number calculations that must be 

performed on a system [1,4]. 

1.2.1.1 Hartree-Fock (HF) methods 

The simplest type of ab initio electronic structure calculation is the Hartree-Fock 

(HF) scheme, in which the instantaneous Coulombic electron-electron repulsion is not 

specifically taken into account. Only its average effect (mean field) is included in the 

calculation. This is a variational procedure; therefore, the obtained approximate energies, 

expressed in terms of the system's wave function, are always equal to or greater than the 

exact energy, and tend to a limiting value called the Hartree-Fock limit. The HF method 

is based on the Born-Oppenheimer and orbital approximations [1]. Under the Born-

Oppenheimer approximation the nuclear and electronic degrees of freedom of a molecule 

are decoupled, and the nuclei are held fixed while the electronic contribution to the 

energy is calculated. In the orbital approximation, the electrons occupy individual spin-

orbitals, and as a consequence the N -electron Schrodinger equation is transformed into N 

one-electron equations. Both approximations facilitate computation, and the HF method 

proceeds by selecting a trial wave function (a molecular orbital formed as a linear 

combination of atomic orbitals , LCAO-MO) [5] containing adjustable parameters, and 

subsequently solving a set of N coupled integro-differential equations through an iterative 

(self-consistent field) procedure. 
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1.2.1.2 M0ller-Plesset perturbation methods (post HF methods) 

HF calculations for small to intermediate sized molecules generally yield reliable 

geometries, but fail to various degrees in predicting other important molecular properties. 

This is due to the electron correlation error introduced by the orbital approximation. Post 

Hartree-Fock (post-HF) methods introduce electron correlation into the calculation either 

by Nfoller-Plesset perturbation methods (MP2 and MP4), or by using wave functions 

based on many electron configurations (configuration interaction), rather than the single 

Slater determinant wave functions used in the HF method. These computationally 

expensive methods yield excellent results. 

1.2.1.3 Semiempirical quantum mechanical methods 

Within the framework of Hartree-Fock calculations, some pieces of information 

(such as two-elecron integrals) are sometimes approximated or completely omitted. In 

order to correct for this loss, semi-empirical methods are parametrized, that is their 

results are fitted by a set of parameters, normally in such a way as to produce results that 

best agree with experimental data, but sometimes to agree with ab initio results. They are 

very important in computational chemistry for treating large molecules where the full 

Hartree-Fock method without the approximations is too expensive. The use of empirical 

parameters appears to allow some inclusion of electron correlation effects into the 

methods. The computational effort in ab initio calculations increases as the fourth power 

of the size of the basis set, and, therefore, its application to large molecules is expensive 

in terms of time and computer resources. Consequently, semiempirical methods treating 

only the valence electrons, in which some integrals are ignored or replaced by empirically 
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based parameters, have been developed. The various semiempirical parameterizations 

now in use (MNDO, AMI, PM3, etc.) have greatly increased the molecular size that is 

accessible to quantitative modeling methods and also the accuracy of the results. 

1.2.1.4 Density functional theory (DFT) methods 

Density functional theory (DFT) is a quantum mechanical method used to 

investigate the electronic structure of molecules in chemistry. In DFT, the properties of a 

molecular system are determined using functional of spatially dependent electron density. 

DFT is based on Hohenberg-Kohn (H-K) theorems. The H-K theorem states that the 

ground state properties of a many-electron system are uniquely determined by an electron 

density that depends on only 3 spatial coordinates. The computational savings of DFT 

comes from the fact that the wave function of an N-electron molecular system depends on 

3N spatial coordinates (Hartree-Fock methods and its descendants), where as the electron 

density depends on 3 spatial coordinates, through the use of functionals of the electron 

density. Consequently, DFT calculations generally scale as the third power of the size of 

the basis set, rather than the fourth power of the HF methods. The time-dependent form 

of this theorem is used to describe excited states of molecular systems. DFT is one of the 

most frequently used methods for electronic structure calculations in chemistry due to 

their relatively low expense compared to Hartree-Fock (HF) and post-HF methods and 

for the array of available functionals which can be employed. 

1.2.2 Classical Computational Methods 

Large biological systems or material assemblies contain many thousands to 

millions of atoms. They are computationally extremely expensive or impossible for 
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quantum mechanical methods due to explicit treatment of electrons in these methods. 

Such large systems can be modeled using classical computational methods. Classical 

computational methods do not provide electronic structure information. Each atom is 

simulated as a single particle and bonded interactions are treated as "springs" with certain 

force constants. 

1.2.2.1 Molecular mechanics (MM) 

MM is a nonquantum mechanical method of computing molecular structures, 

energies, and other properties of molecules. The potential energy of molecular systems in 

molecular mechanics is calculated using force fields. The molecular potential energy is 

calculated classically in terms of internal degrees of freedom such as bond lengths, bond 

angles, dihedral angles, and electrostatic and van der Waals nonbonding interactions from 

energetic penalty of the molecular system based upon deviations from an idealized 

geometry. MM relies on an empirical parametrization of the force fields. Because MM 

treats electrons in an implicit way, it is a much faster method than QM and is able to 

handle molecules with thousands of atoms. A limitation of MM is that bond-making and 

bond-breaking processes cannot be modeled. 

1.2.2.2 Molecular dynamics (MD) 

In molecular dynamics, atomic motions are simulated using Newtonian laws: 

F,(t)=nijaj, where the force Fj exerted on each atom aj is obtained from an empirical force 

field. Integrating Newton's equations of motion allows exploring the constant energy 

surface of a system. Dynamics simulations are usually carried out in two stages, 

equilibration and data collection. The purpose of equilibration is to bring the system to 
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the most probable configuration. After equilibrating the system at the target temperature 

and pressure, production stage is started during which data and statistics are collected. 

This kind of simulation is frequently used in biochemistry in the study of protein-folding, 

as well as in materials science. 

1.2.3 Monte Carlo Simulations (MC) 

Simple energy minimization with QM or MM locates a single, stable structure 

(the local minimum) on the potential energy surface, which may or may not be the global 

minimum. MC sampling methods involve a more complete searching of the potential 

energy surface for low energy states. MC computational methods are used to solve a wide 

variety of problems in mathematics and the natural sciences, including the evaluation of 

integrals, the solution of differential equations, and the modeling of physical phenomena. 

Beginning with a collection of particles, the system's initial energy configuration is 

computed. One or more particles are randomly moved to generate a second configuration, 

whose energy is "accepted" for further consideration, or "rejected," using the Boltzmann 

factor, e(-E/kT). If this new configuration passes the test, it is included (properly 

weighted, statistically) in the manifold of ensemble states that are used to calculate the 

average thermodynamic properties of the system being modeled. Millions of structures on 

the potential energy surface are sampled randomly. Averaged energies and averaged 

properties are thus obtained. 

1.2.4 Hybrid Quantum Mechanics/Molecular Mechanics (QM/MM) Methods 

Every method has its unique features. This method is designed to model a large 

system with molecular mechanics while only one small region of interest to be modeled 
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with quantum mechanics. Molecular mechanics can simulate big systems efficiently, but 

cannot model the bond-breaking and bond-making that occurs within enzyme-substrate 

complexes at active sites. Quantum mechanics is capable of accurately computing bond-

breaking and bond-making for small molecules. The hybrid quantum mechanics/ 

molecular mechanics approach (QM/MM) allows us to accurately model a crucial region 

of the system with quantum mechanics while the most environment part is treated with 

molecular mechanics [6-8]. Therefore, the key interactions can be modeled quantum 

mechanically at a reasonable speed. So using QM/MM hybrid approach, QM is used to 

model the active site and MM are used for the rest of the enzyme structure. Another 

approach is to incorporate orbital-based terms in a molecular mechanics method [9]. 

1.3 Molecular Mechanics 

Many of the problems that we would like to tackle in molecular modeling are 

unfortunately too large to be considered by quantum mechanics. Biomolecules, such as 

proteins and nucleic acids, may contain hundreds or thousands of atoms. Thus, these 

molecules and systems are too large to be tackled by quantum mechanics. Molecular 

mechanics (also known as force field methods) are the primary tools used by 

computational biochemists. Molecular mechanics is based upon a rather simple model of 

the bonded and non-bonded interactions within a system. Within the molecular 

mechanics framework, the total energy of a molecular system is described in terms of a 

sum of four different types of contribution arising from distortions from "ideal" bond 

distances ("stretch contributions"), bond angles ("bend contributions"), and dihedral 
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angles ("torsion contributions"), together with contributions due to "nonbonded" (van der 

Waals and Coulombic) interactions. 

Force field methods were formulated by Hoffman (1852) and used to calculate 

conformations once various classical interactions were parameterized. Classical potential 

functions describe the motions of the atoms in Cartesian space; the atoms are considered 

as point masses and electron effects are included through parameters. The potential 

energy is the sum of atomic interactions, such as bond stretch and angle bending forces, 

parameterized with theoretical and empirical data to approximate the exact potential. 

With well-defined parameters, MM calculations give accurate, rapid, and useful classical 

molecular potential energies, for large molecules. The Born-Oppenheimer approximation, 

again, is one of the most important assumptions in molecular mechanics. Molecular 

Mechanics methods treat molecular systems in a manner different from the quantum 

mechanical methods. Typically, molecules are represented as spheres and bonds as 

springs in molecular mechanics. Parameterization of constants with experimental data 

based on Hooke's Law allows systems to be expressed with classical physics and simple 

potential energy functions. This approach omits the explicit treatment of electrons in 

molecular systems, so that larger systems can be simulated. The major drawback is that it 

is unable to model the excited states, bond making, and bond breaking. And the accuracy 

of molecular mechanics is heavily dependent on parameterization of the force fields for 

different atom types. 
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Benefits 

Quantum mechanical methods deal with the electrons in a system so that even if 

some of the electrons are ignored a large number of particles must still be considered, and 

the calculations are time-consuming. Molecular mechanical methods ignore the electronic 

motions and calculate the energy of a system as a function of nuclear positions only. 

Molecular mechanics is thus invariably used to perform calculations on systems 

containing significant numbers of atoms. In some cases molecular mechanics can provide 

answers that are as accurate as even the highest level quantum mechanical calculations, in 

a fraction of the computer time. 

Drawbacks 

However, molecular mechanics cannot of course provide properties that depend 

upon the electronic distribution in a molecule. Molecular mechanics calculates the energy 

of a system as a function of nuclear position. It ignores electronic motion and behavior of 

the system; therefore, those properties involved in electronic distributions such as bond 

breaking or forming, excited state, or transition states cannot be modeled by molecular 

mechanics. In molecular mechanics, the molecules are modeled as atoms held together by 

bonds. The atoms may have different sizes, "softness", and partial charges, and the bonds 

may be more or less "stiff, i.e., the molecules are described by a "ball and spring" model 

[10]. 

Applications beyond the capability of most forcefield methods include the 

following: 

• Electronic transitions (photon absorption) 
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• Electron transport phenomena 

• Proton transfer (acid/base reactions) 

Molecular Mechanics methods are embodied in the form of force fields. All force-fields 

contain bonded and non-bonded interaction terms, but the exact format of the terms is 

different. The total potential energy of a molecule in many of the molecular modeling 

force field methods can be expressed as a sum of all bonded and non-bonded interactions, 

specifically, bond, angle, and dihedral (bonded), coulombic and van der Waals (non-

bonded) terms [11]. 

F — F -J- F -i- F -*- F — F ^ F Equation 1 
'-•FF ^str '-'bend '' utc-rs > ^ r d w : uei < uotrksr H 

The first three summations in Equation 1 represent the bonded interactions in the system. 

These summations are over all "bonds", all "bond angles", and all "dihedral angles", 

respectively. Eslr is the energy function for stretching a bond between two atoms, Ebend 

represents the energy required for bending an angle, Etors is the torsional energy for 

rotation around a bond, Evdw and ^/describe the non-bonded van der Waals and 

electrostatic interactions, and Eoly,er represents some other terms used in a specific force 

field [6-8]. So the total energy of a system determined in molecular mechanics is the total 

strain energy of the system. The stretch and bend terms are most simply given in terms of 

quadratic (Hook's law) forms, Figure 1. The equations for these various terms are as 

follows. 
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Bond stretch energy: 

Z , . i Equation 2 

kh{b-h,y 
bondi 

where b is the bond distance between two atoms, bo is the "ideal" (equilibrium) bond 

length taken either from experiment or from quantum chemical calculations. And kb is 

stretch "force constant". In the COMPASS force field [12], quartic polynomials are used 

for bond stretching. Each bond is treated as a spring. Energy penalties are calculated from 

the deviations of the bonds away from the "equilibrium" bond length. 

Bond bending energy: 

iw= X W-^2 EqU8ti0n3 

Here 9 is the bond angle, 9o is the "ideal" (equilibrium) bond angle taken either from 

experiment or from quantum chemical calculations, and ke is bend "force constant" for 

changing the equilibrium bond angles Go to 9. This term is a harmonic second order 

expression, and is only accurate close to equilibrium. In the COMPASS force field [12], 

quartic polynomials are used for angle bending. This term accounts for the deformation 

energy of valence angles between covalent bonds. 

Torsional energy: 

>tor:= T ^ ( l - r C O s C n © - ; ' ) ) 
Equation 4 

') ) 
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where co is the torsion angle, n is periodicity, which gives the number of 

minimum/maximum points as the bond is rotated through 360°, V„ can be referred to as 

the "barrier" height (maximum), and y is the phase factor to determine where the torsion 

angle passes through its minimum value. This gives description of the torsional potential 

that models how energy changes as a bond rotates. 

The van der Waals energy: 

v—i / 4 . B • -\ Equation 5 

19 • 

The repulsion term Aij/r y- represents the repulsion between the electrons of atom i and 

atom j ; the attraction term Bij/r6ij represents the dispersion forces. When the distance 

between two atoms is large, the attraction term (r" ) dominates; when the distance 
-19 

between two atoms is very small, the repulsion term (r~ ) dominates. COMPASS [12] 

uses r" for repulsive part rather than customary r" term. 

Electrostatic energy: 
_ Y ^ QiQj Equation 6 

This term uses the Coulomb's Taw to calculate the attraction or repulsion potential 

between two particles. The qj and q, represent the partial charges on atom i and atomy. A 

dielectric constant s (may be a variable function) is included to model the solvation 

effects. Electrostatic potential energies between non-bonded atoms are calculated as 

classical monopole-monopole interactions. 



15 

All the above potential functions are employed in almost every early force-field. 

To be more accurate, more complicated forms are applied to represent the interactions. 

Other terms may be included in other sophisticated force fields, such as cubic and higher-

order forms of the stretch and bend terms, as well as "cross terms" (bend-stretch, stretch-

torsion, and so forth) to count for correlations between stretch and bend components may 

be used, and improper terms to account for the energy penalty in a distorted plane system 

or maintain a specific configuration at a chiral center. Other nonbonded interactions 

terms which count for effects such as hydrogen bonding may also be included. All the 

cross terms up through third order that have been found to be important are also included 

in COMPASS [12]. 

The atom type defines the chemical environment of an atom. The basic idea is 

that atoms of the same elements are distinguished by hybridization, formal charge on the 

atom, and immediate bonded neighbors. The molecular mechanics interactions are 

computed between atom types instead of elements. The parameter set is the set of values 

of the constant parameters involved in the functional forms (values of kb and ke, etc). 

Taken together, functional form and parameterization (the constant parameters involved) 

constitute what is termed a force field. A force field is generally designed to predict 

certain structural properties and is parameterized accordingly. Some of the common force 

fields are COMPASS, CVFF, MMFF, MM2, MM3, AMBER, SYBYL and OPLS [12-

17]. 

Force fields can be parameterized from experimental observations of vibrational 

spectroscopy, gas-phase molecular structures, thermodynamic properties and crystal 
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structures. The quantum mechanical data is also used to generate Quantum Mechanical 

Force Fields (QMFF) which may account for the natural anharmonic nature of certain 

molecular system. 

The interactions are graphically shown in Figure 1. Bond stretch (a) is the 

interaction between 2 atoms; AB, angle bend (b) is the interaction between 3 atoms; 

ABC, angular torsion (c) is the interaction between 4 atoms; ABCD, etc. The illustrations 

(e) to (k) represent cross terms and (1) the nonbonded interactions: van der Waals, 

electrostatic and hydrogen bond. Graphical representation of functional forms used in 

molecular mechanics force fields are shown in (Figure 1), where a) bond stretch AB, b) 

angle bend ABC, c) torsion ABCD, d) inversion ABCD. Cross terms are described in e to 

k; e) stretch-stretch, f) angle bend-angle-bend, g) stretch-bend, h) stretch-torsion, i) 

stretch/torsion, j)bend-torsion and k) bend-torsion- bend, while 1 shows the non-bonded 

interactions A-D, A-E, B-D, B-E, C-D, and C-E [13, 18]. 

B B D 

D 0 n • e • 
B D 

Figure 1 Graphical representation of functional forms used in molecular mechanics force fields [18) 
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1.4 Tools in Molecular Modeling Software 

In general, molecular modeling software should be able to accomplish one or 

more tasks: (1) create the molecules in silico, (2) visualize and manipulate the molecules 

in three- dimensional space, (3) calculate the properties of the molecules quantum 

mechanically, molecular mechanically or statistical mechanically, and (4) analyze and 

interpret the molecular data. There are many computer modeling software packages 

available. Some are sophisticated commercial packages; some are developed by academic 

researchers. 

1.4.1 Molecular Graphics 

Almost every molecular modeling study begins with the construction of a model 

structure. Materials Visualizer is the core module in MS Modeling, providing modeling, 

analysis, and visualization tools [19]. Materials Visualizer provides fast, interactive tools 

for building, visualizing, and editing structures. The sketching tools in the Materials 

Visualizer allow creation of new nonperiodic molecular structures and modification of 

existing structures. Crystal building and polymer building features are also available for 

crystal structures or macromolecules. It allows visualization of 3D models with a variety 

of display styles, labels, and measurement tools such as bond lengths, angles, etc. It also 

provides Connolly contact surfaces or solvent accessible surfaces and volumes for a 

molecular system. 3D structures are presented in a 3D viewer and allow rotation, 

translation, and zooming for various observations. If a trajectory is generated during a 

calculation, system evolution can be visualized with motion of atoms. 



18 

1.4.2 Script Programming 

Although graphic interfaces are widely used in modeling, modeling work can also 

be done by command-based scripts. Scripts allow modifications that are not available 

through graphical interface. For example, Discover (Accelrys Inc) performs a simulation 

after reading a script file written in BTCL (Biosym Tool Command Language) after 

reading the molecular coordinate file (.cor) and the molecular data file (.mdf). BTCL can 

be used to write scripts that perform the most trivial of tasks through to ones that 

implement a new simulation algorithm using a standard editor. The script file contains 

commands and control structures to instruct Discover how to carry out the simulation. 

Additional commands can be added to the input file to calculate properties such as 

vibrational modes [20]. 

1.5 Parameter Selection and Method Description 

The following tasks were involved in performing molecular mechanics 

minimizations: 

1. Selection of a forcefield 

2. Set up the required non-bond parameters 

3. Selection of minimization method or methods 

4. Selection of an algorithm for the methods 

5. Set up convergence level for all selected methods 

6. Specify the maximum number of iterations for the minimization 

7. Minimize the structure 
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1.5.1 Selection of Minimization Methods for Molecular Mechanics 

There are several different minimization methods available in the Discover 

module of Materials Studio [20]. For the present calculations the following methods were 

used in a cascade. Energy minimizations were started with the steepest descent method, 

followed by the conjugate gradient method and finally Newton method. 

Steepest descent method has to be used first in a minimization as it is most likely 

to converge, even if the structure is very crude. With in a few iterations the total potential 

energy of the structure is reduced. Usually structures are built graphically before a 

calculation for which the gradients are very large and the configurations are far from the 

energy minimum. It also has to be used in converging poor crystal structures. 

Conjugate gradient method stores information from the previous iteration, which 

is computationally less expensive compared to Newton methods. With respect to 

computer resources, this method falls between steepest descent and Newton methods. 

Newton method is too expensive for large systems and conjugate gradient method can be 

used in such situations. In the Discover package Fletcher-Reeves and Polak-Ribiere 

algorithms are available for this method. 

Newton methods calculate and store second derivatives and are thus 

computationally very expensive. For example, the Newton-Raphson method in Discover 

is only recommended for systems with a maximum of 200 atoms. Newton method's 

convergence is very efficient during final stages of a minimization and thus it is used last 

in a minimization after achieving reasonable convergence by using other methods. 

Discover package provides three other variants of the Newton method. The BFGS and 
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DFP quasi-Newton algorithms use an updated formula to simulate a second-derivative 

matrix. Truncated Newton method has the strengths of the conjugate gradient and 

Newton-Raphson methods. Conjugate gradient and Newton minimization method, 

support different algorithms. Fletcher-Reeves algorithm for conjugate gradient method 

and BFGS algorithm for Newton method were used for the present calculations. 

1.5.2 Setting Convergence Level 

Convergence levels used for different methods are shown in Table 1. 

Table 1 Convergence levels for various methods 

Used methods 
Steepest descent 
Conjugate gradient 
Newton 

Applied convergence 
1000kcal/mol/A° 
10kcal/mol/A° 
1.0xlO"6kcal/mol/A° 

1.5.3 Selection of Forcefield 

Discover is equipped with several forcefields such as CVFF, PCFF, COMPASS, 

and AMBER [20]. The results of any molecular mechanics calculation depend on the 

forcefield. Each atom in the molecular system has to be assigned a forcefield type before 

starting an energy calculation or a minimization. These forcefields cannot be just based 

on element type alone, but properties such as hybridization and atom connectivity are to 

be considered. 

COMPASS was parameterized against a wide range of experimental observables 

for organic compounds containing H, C, N, O, S, P, halogen atoms and ions, alkali metal 

cations, and several biochemically important divalent metal cations. COMPASS is a new 

version of PCFF. PCFF is based on CFF91, extended so as to have a broad coverage of 
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organic polymers, (inorganic) metals, and zeolites. COMPASS stands for 'Condensed-

phase Optimized Molecular Potentials for Atomistic Simulation Studies'. In contrast to 

earlier CFF91 and PCFF forcefields, COMPASS is the first ab initio-based forcefield to 

have been parameterized using extensive data for molecules in the condensed phase [12]. 

Thus, COMPASS can predict properties of a broad range of compounds both in isolation 

and in condensed phases [20]. Extensive validations have been performed and presented 

in the literature for COMPASS. The properties studied using COMPASS are molecular 

structures and conformations [21], IR frequencies, PVT behavior of liquids [22], heats of 

vaporization and solubility parameters for polymers [23], cell structures and lattice 

energies of crystal structures. 

1.5.4 Selection of Non-bond Parameters 

Van der Waals energy does not converge until approximately 20A for periodic 

system [24]. For a non-periodic system such as present study, 15 A° would be a very 

good choice. Same or different non-bond cutoff values can be used for van der Waals and 

Coulomb interactions in a calculation depending on the requirement. A summation 

method is used to determine non-bond energies. Discover provides different summation 

methods and related values for non-bonded interactions, depending on whether the 

system is periodic or nonperiodic and depending on the total number of atoms in the 

system [20]. For a nonperiodic system an atom based cutoff method is based on all atoms 

within the sum of the cutoff and buffer-width distances of an atom. For high precession 

results the atom based method with a cut-off of 15.5 A°, spline width of 5.0 A°, buffer 

width of 2.0 A°, and a relative dielectric of 1 was used for both Coulomb and and van der 
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Waals interactions in the present study. In a calculation, cutoff distance specifies the 

distance at which the non-bond interactions are neglected from the list of interactions for 

energy calculation. Similarly spline width specifies the width of the region in which the 

non-bond interactions smoothly decrease from their full value to zero, for atom based 

method. This smoothing function is used to prevent discontinuity in energy values due to 

numerical nature of cutoff values. Buffer width is the width of the region beyond cutoff 

distance where non-bond interactions are zero, but the atoms in this region are considered 

in the atom based method. Relative dielectric value is the dielectric constant relative to 

the permittivity of free space [20]. 

1.5.5 Assigning Partial Charges 

MS Modeling provides two charge equilibration methods [19]. Molecular 

mechanics calculations require information of partial charge on each atom in the structure 

for the calculation of electrostatic energy. In Discover, charges are assigned to each atom 

when forcefield types are assigned, as each forcefield contains information of charge. 

However, manual assignment of a charge is needed in some situations, such as sodium 

ion of sulfonate group in the present study. Sometimes charging may fail if the forcefield 

has not been parameterized for the structure or a functional group in the system under 

consideration. In such situations it may be possible to use ab initio methods to calculate 

charges for small systems. However, for large systems, it is computationally very 

expensive or impossible to obtain point charges by using ab initio approaches and an 

alternative quick method is needed. MS Modeling provides two methods for quick 

calculation of atomic point charges, QEq and Gasteiger. The QEq method [25] calculates 
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atomic charges using information on arrangement and electronegativities of atoms in the 

molecular system [25]. QEq method does not make use of the bonding pattern of the 

molecular system contrary to the Gasteiger method. It uses an iterative procedure for 

calculating atomic charges if the molecular system contains hydrogen atoms. MS 

Modeling provided a revised version of QEq method for better treatment of charges. The 

Gasteiger [26], method calculates atomic charges of a molecular system using orbital 

electronegativities. In this method, atoms are identified by their orbital 

electronegativities, which are calculated using an iterative procedure. In Gasteiger 

method, only the connectivities of the atoms are important in the calculation of partial 

charges. An augmented version of the original Gasteiger method provided by MS 

Modeling was used for the present calculations [20]. 

1.5.6 Energy Minimizations 

The majority of our calculations involve energy minimizations. An important 

method of studying a molecule is to find its (most) stable conformation, which means 

locating the minima points on the usually complicated potential energy surface. Energy 

minimization techniques are designed to find a minimum, though it may not be global 

minimum, by adjusting the atomic coordinates. 

At a minimum point, the first derivatives of the energy function with respect to 

each coordinate are zero and the second derivatives are all positive. Steepest descent (SD) 

and conjugate gradients (CG) are two minimization algorithms based on the first 

derivatives (gradient) of the potential energy. The direction of the gradient indicates 

where the minimum lies, and the magnitude of the gradient indicates the steepness of the 
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local slope. The energy of the system can be lowered by moving each atom in response to 

the force acting on it. The steepest descent method moves atoms in the direction parallel 

to the net force. After finding a minimum in this direction, the next step is made 

perpendicular (orthogonal) to the previous direction. The conjugate gradient method 

moves the atoms in a direction computed from the gradient of the current point and the 

previous direction. The Newton-Raphson method uses both first and second derivatives 

of the energy function to locate a minimum. A Hessian matrix of 3N x 3N (N is the 

number of atoms) second derivatives is calculated and inverted in each iteration. Thus, 

only small molecules are suitable for this minimization method. The steepest descent 

method can be superior to conjugate gradients method when the starting structure is far 

from the minimum. However, conjugate gradients method has much better convergence 

characteristics once the function is already near to a minimum [1]. 
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CHAPTER II 

DISPERSION OF SWNTs 

2.1 Significance 

Carbon nanotubes (NTs), an allotropic form of carbon discovered by Iijima in the 

early 1990s, exist as single-walled, multi-walled and more complex carbon micro-

structures [27]. Single-wall nanotubes (SWNTs) consist of single layers of graphite sheet 

rolled into perfect cylinders with a diameter ranging from 0.7-2 nm, and multi-wall 

nanotubes (MWNTs) consist of sets of concentric cylindrical shells of graphite sheet 

generally with larger diameters. Due to their nanoscale dimensions, electron transport in 

carbon nanotubes takes place through quantum effects and propagates along the long axis 

of the tube. Because of this anisotropic transport property, carbon nanotubes are 

frequently referred to as "one- dimensional" in scientific articles [28, 29]. 

As-produced SWNTs are held together in bundles of 50 to a few hundred 

individual SWNTs by very strong van der Waals interactions [30]. Baughman et al. [31] 

has suggested that bundling results in diminished mechanical and electrical properties as 

compared to theoretical predictions related to individual SWNTs. The successful 

dispersion of SWNTs into individual tubes or thin bundles of tubes is a significant 

technical challenge to their successful incorporation into films and coatings. Two major 

methods have been explored by researchers for the dispersion of individual SWNTs in a 

polymer matrix. These methods include the (1) modification of the walls of the SWNTs 

by functionalization and (2) polymer wrapping. However, both methods of dispersion 

have challenges. Many researchers have tried to solubilize NTs through various 
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functionalization routes [32-36]. NT dispersion into a polymer matrix via 

functionalization to improve the electrical properties of the resulting materials has not 

proven successful. The grafting on NT walls significantly disturbs the % electron system 

of the NT, and thus negatively affects the electrical properties [37]. As a result of direct 

functionalization, conversion of the sp -hybridized carbons forming the conductive NT 

walls to sp -hybridized occurs. Polymer wrapping method would yield better dispersions 

while minimizing the unwanted effects. The effective utilization of nanotubes (NT) as a 

filler to obtain NT-polymer composites with enhanced mechanical, electrical, thermal, 

electrochemical, and optical properties depends on the ability to disperse the NTs 

throughout the polymer matrix without damaging the NTs. 

The goal of the project is to improve the properties of polymer-SWNT composites 

by studying the individual molecular interactions of the constituent elements. Theoretical 

calculations combined with experimentation will aid in the identification of critical 

parameters affecting wrapping polymers and improve solvent and polymer dispersions of 

SWNTs. Our approach included a combination of theoretical and experimental 

investigations of the polymer-wrapping technique to disperse carbon nanotubes. 

Dispersions of carbon nanotubes were prepared using a combination of modeling and 

experimentation. Parameters controlling the interactions between carbon nanotubes, 

wrapping polymers, and solvent were defined. 

2.1.1 Potential Applications of SWNT-Polymer Composites 

The physical properties of nanotube/polymer composites arise from the nanotube and 

polymer characteristics as well as from the microstructures produced while fabricating 
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and processing these nanocomposites, Table 2 [38]. The first polymer nanocomposites 

using carbon nanotubes as a filler were reported in 1994 by Ajayan et al.[39] Carbon 

nanotubes possess high flexibility,[40] low mass density (1.3 g/cm ),[41] and large aspect 

ratio (typically ca. 300-1000). They have also been found to have specific surface areas 

as high as 1350 m2/g [38]. CNT have a unique combination of mechanical, electrical, and 

thermal properties that make nanotubes excellent candidates to substitute or complement 

the conventional nanofillers in the fabrication of multifunctional polymer 

nanocomposites. Some nanotubes are stronger than steel, lighter than aluminum, and 

more conductive than copper. For example, theoretical and experimental results on 

individual single-wall carbon nanotubes (SWNT) show extremely high tensile modulus 

[42] (640 GPa to 1 TPa) and tensile strength [43] (150-180 GPa). Depending on their 

structural parameters, SWNT can be metallic or semiconducting, which further expands 

their range of applications. Because of the nearly one-dimensional electronic structures, 

metallic nanotubes can transport electrons over long tube lengths without significant 

scattering (electronic mean free path for metallic SWNT is on the order of several 

microns[44]). Similarly, SWNT exhibit large phonon mean free path lengths that result in 

high thermal conductivity (theoretically >6000 W/(mK)) [45]. The enhancements 

obtained often surpass the performances of traditional additives. 
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Table 2 SWNT properties and potential applications 

Materials 
Polymer/SWNT Composite 
film and fibers 
Bi-Component Fibers 

Hollow Fibers 

Bulk Composites 

SWNT Films and Fibers 

SWNT Coatings 

Carbon/SWNT Composites 

Property Attributes 
Strength (37 GPa) 
Stiffness (640 GPa) 
Light Weight (density 
1.30 g/cm3) 
Electrical Conductivity 
(106S/m) 
Thermal Conductivity 
(2000 W/m/K) 
Specific Surfaced Area 
(1350 m2/g) 
Anisotropic Optical 
Properties 
Bio-compatibility 

Potential Applications 
Structural Composites 
Functional Textiles 
Energy storage -
superapacitors 
Fuel Cell Electrodes 

Electrically Conducting 
Coatings 
Actuators, artificial tissue 

Heat dissipation/ thermal 
management 

Due to their high intrinsic conductivity and large aspect ratio, single walled 

carbon nanotubes are expected to produce highly conductive coatings at low weight 

percent loadings of tubes in polymer. Low loadings of additives preserve the desired 

mechanical properties of coatings, which are frequently compromised when large 

volumes of fillers (conductive or other) are employed. The first realized major 

commercial application of carbon nanotubes is expected to be their use as electrically 

conducting components in polymer composites [31, 46, 47]. Several orders of magnitude 

enhancement in electrical conductivity has been achieved with very small loadings [48] 

of nanotubes in the polymer matrices, while maintaining the other performance aspects of 

the polymers such as optical clarity, mechanical properties, low melt flow viscosities, etc. 

2.1.2 Structure of Carbon Nanotubes 

Single walled carbon nanotubes (SWNTs) consist of single layer graphite sheet 

rolled into a hollow cylindrical shape with a diameter ranging from 0.7-2 nm, and multi-
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wall nanotubes (MWNTs) consist of sets of concentric cylindrical shells of graphite sheet 

generally with larger diameters. The so-called chiral vector of the nanotube, Ch, is 

defined by Ch = nai + ma2, where a\ and £2 are unit vectors in the two-dimensional 

hexagonal lattice, and n and m are integers that satisfy the condition 0 < |m| < n [49]. 

Another important parameter is the chiral angle, which is the angle between chiral vector, 

Ch and a.]. When the theoretical graphene sheet is rolled up to form the cylindrical part of 

the nanotube, the ends of the chiral vector meet each other. The chiral vector thus forms 

the circumference of the nanotube's circular cross-section, and different values of n and m 

lead to the different nanotube structures. Armchair nanotubes are formed when n = m and 

the chiral angle is 30°. Zigzag nanotubes are formed when either n or m is zero and the 

chiral angle is 0°. All other nanotubes, with chiral angles intermediate between 0° and 

30°, are known as chiral nanotubes (Table 3). The properties of nanotubes are determined 

by their diameter and chiral angle, both of which depend on n and m. SWNT can be 

conducting or semiconducting depending on the values of n and m [50]. If (n-m) is either 

0 or a multiple of 3, the nanotube would be conducting and for other values nanotube 

would be semiconducting (Figure 3). 

Figure 2 plots the relevant vectors on graphene that define carbon nanotubes with 

indices (6,6) (armchair), (6,1) (chiral), and (6,0) zig-zag. These integers signify the 

number of unit vectors in two directions across the graphene sheet. For example, the (6,6) 

SWNT is formed when the point Ai meets Cj and Bi meets Di. Similarly other two 

nanotubes are formed as shown in Figure 2. 
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Table 3 Classification of carbon nanotubes 

Type 
Armchair 
zigzag 
Chiral 

Chiral angle (0) 
30° 
0° 
o° < | e | < 30° 

ch 
(n, n) 
(n,0) 
(n, m) 

Shape of cross section 
Cis-type 
Trans-type 
Mixture of cis and trans 

£ -L \A#\ W ~':>A" ^f6k> j / ^ V v W 
3 A< Ztg-.zag\A 

\B'3 

Figure 2 Formation of carbon nanotubes from graphite 
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Figure 3 Combinations for conducting and semiconducting carbon nanotubes 

2.2 Modeling of SWNT-Polymer Interactions 

Present molecular modeling study focus on physiosorption of polymers on 

SWNTs. Hence there is no change in intramolecular bonding, and therefore classical 

molecular mechanics simulations can be used effectively. 

2.2.1 Construction of SWNTs and Polymers 

Different (12,6) conducting carbon nanotube were constructed using Materials 

Studio's nanotube builder (Figure 4), with a diameter 12.43 A° and with 'H' termination 

at both ends. Other longer and shorter nanotubes were constructed in a similar fashion as 

required for the calculations. (12,6) carbon nanotube is one of the experimentally 

observed nanotubes in a typical electric arc synthesis, and is selected for use in our 

modeling studies. Select polymers were constructed, each with upto 30 repeat units or as 

required for calculations using a polymer builder available in Materials Studio. 
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Ch = chiral vector, a1 & a2 are lattice vectors of graphene sheet 

Figure 4 SWNT structures built using nanotube builder 

2.3 Interaction Energy 1 

A (12,6) conducting carbon nanotube was constructed using Materials Studio's 

nanotube builder, with a diameter 12.43 A° and length of 56.35 A° with 'H' termination 

at both ends. The following polymers were constructed, each with 30 repeat units. 

Polymers were constructed using the polymer builder, and the calculation was initiated at 

a polymer-nanotube distance of approximately 10 A0. 

Polymers: poly(ethyl thiophene-3-acetate) 

polyaniline 

polyallylamine 

polyvinyl alcohol 

polyethyleneglycol 

dextran 
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The molecular systems were subject to minimization using the Discover 

molecular module employing the COMPASS force field within Materials Studio software 

(Accelrys, Inc., San Diego CA). An atom based summation method was utilized with the 

non-bonded interactions cutoff set to a distance of 15.5 A0, accompanied by a spline 

width of 5.0 A0 and a buffer width of 2.0 A0. The models were first minimized (potential 

energy) using the steepest descent convergence method until the convergence is reached 

1000 kcal/mol/A°, followed by conjugate gradient convergence method until the 

convergence is reached 10 kcal/mol/A°, followed by a Newton convergence method until 

the final convergence reached 1.0 X 10" kcal/mol/A°. Fletcher-Reeves algorithm was 

used for conjugate gradient method and BFGS algorithm was used for Newton method. 

Whenever necessary atomic charges were calculated using Gasteiger and or QEq 

methods within Materials Studio. 

The polymer chain was initially placed at a distance of about 10 A°, such that part 

of the polymer was within the cutoff distance of the van der Waals interactions with 

SWNT atoms, and subsequently during minimization the polymer adsorbed on to the 

SWNT due to attractive forces. For SWNT-polymer pair, different initial orientations 

were tested-confirmed that the initial orientation does not significantly alter the final 

adsorption energy if not the final orientation. 

Interfacial interaction energy 

The interaction between a nanotube and a polymer comes from the electrostatic 

and van der Waals forces in the molecular system. Generally, the interaction energy is 
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estimated from the energy difference, AE, between the total energy of the composite and 

the sum of the energies of individual molecules as follows: 

^interaction ^ ^{totaO ^tnanotube — E-
lanotube) isolvmer 

Equation 7 

where E(totai) is the total energy of the composite, E(nanotube) is the energy of the nanotube 

without the polymer, and E(poiymer) is the energy of the polymer without the nanotube. In 

other words the interaction energy can be calculated as the difference between the 

minimum energy and the energy at the infinite separation of the nanotube and polymer. 

The results of the calculated total energies are shown in Table 4. 

Results of interaction energy 1 

Interaction energies were calculated according to Equation 7 and are listed in 

Table 4. 

Table 4 Total energies and interaction energies for polymer-wrapped carbon SWNTs 

Polymer 

poly(ethyl thiophene-3-acetate) 
Polyaniline 
Polyallylamine 
Polyvinyl alcohol 
Polyethyleneglycol 
Dextran 

Nanotube 

(12,6) 
(12,6) 
(12,6) 
(12,6) 
(12,6) 
(12,6) 

tiotal 

Kcal/mol 
42461.4 
39968.6 
40479.7 
39991.9 
40676.1 
41758.4 

^nanotube 

Kcal/mol 
40749.9 
40749.9 
40749.9 
40749.9 
40749.9 
40749.9 

-^polymer 

Kcal/mol 
1934.7 
-570.1 
-259.8 
-685.0 
27.9 
1197.5 

^Interaction 

Kcal/mol 
-223.2 
-211.2 
-10.4 
-73.0 
-101.7 
-189.0 

(Etotai is the energy of the nanotube and the polymer, Enanotube is the energy of the 

nanotube without the polymer and Epoiymer is the energy of the polymer without the 

nanotube.) 

Table 4 shows that all the polymers have an obvious attractive interaction with the 

nanotube, the specific monomer structure plays a very important role in determinig 

adhesion to the SWNT. It is seen that poly(ethyl thiophene-3-acetate) exhibits the 
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strongest interaction with the SWNT, then polyaniline, dextran, PEG and PVA. The 

polymers with aromatic rings in the backbone (conjugated polymers) (PT and PANI) 

have stronger interactions with the SWNTs than those without conjugation in the 

backbone. This is possibly due to TC-7I interaction similar to the interactions between 

graphite layers and nanotube bundles. The conjugated polymers (poly(ethyl thiophene-3-

acetate) and polyaniline) have a flat backbone, where more atoms can come closer to 

SWNT surface giving a higher interaction energy. It is noted that the interaction energies 

for nanotube-polyallylamine and nanotube-polyvinyl alcohol are -10.4 kcal/mol and -73.0 

kcal/mol, respectively, which are smaller comparatively. This is attributed to several 

factors: 1) lack of conjugation in the backbone lacks n-% interactions, and 2) bulky allylic 

side chains twist the backbone into a non-planar conformation. In the minimized 

geometry majority of the atoms are far from van der Waals interaction range from SWNT 

surface (Figure 5d). 
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4n 

a) Minimised structure of SWNT-poly(ethyl thiophene-3-acetate) 

composite 

b) Minimised structure of SWNT-polyaniline composite 

( 5 ^ * * 

c) Minimised structure of SWNT-polyvinyl alcohol composite 

d) Minimised structure of SWNT-polyallylamine composite 

Figure 5 Minimized structures of SWNT-polymer composites 
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Select minimized polymer-wrapped structures are provided in Figure 5. The 

orientation of the backbones of poly(ethyl thiophene-3-acetate) and polyaniline indicates 

clear association between the ;i-system of nanotube and Ti-system (and lone pairs of 

hetero atom) of the polymers. 

Polymer was submitted to SWNT in a single job with full length for these 

calculations. Analysis of optimized SWNT-polymer composite structures revealed 

conformation locking in non-global minima. So, in the next section, a better approach is 

presented where length of the polymer was gradually increased after each minimization. 

This approach increases the chances for reaching a global minimum for the SWNT-

polymer composite. More diverse polymer types were considered in the new calculations 

to order to obtain a greater understanding of the interactions. As expected improved 

interaction energy values were obtained with the new approach. 

2.4 Interaction Energy 2 

The following modifications were made to improve the polymer-nanotube 

interaction energies and final conformations of the polymer on SWNT surface. 

• Increased the length of the SWNT to avoid edge effects on 

interaction energies 

• Length of the polymer was gradually increased starting with 5 

repeat units to 25 repeat units with an increment of 5 repeat units each 

time, with the structures minimized before each increment. 
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Gradual increase in length of polymer after a minimization increases the chances 

for reaching a global minimum for the SWNT-polymer composite. More polymer types 

were considered in these calculations. 

Figure 6 Stepwise increase of polymer strand on SWNT 

We constructed different polymers having up to 25 repeat units from 

corresponding monomers using polymer builder and nanotube was constructed using 

nanotube builder of the Materials Studio program package (Accelrys, Inc., San Diego 

CA). A chiral carbon nanotube (12,6) that corresponds to tube diameter of 12.43 A° was 

used. The length of the nanotube was set to 202.88 A° with outer carbon atoms saturated 

with hydrogen, and it is composed of 3060 carbon atoms. List of constructed polymers 

are shown in table Table 5. Structures are minimized using previously used settings, but 

minimized each time after 5 repeat unit increment of the polymer. Total potential energy 

of the final structure was used for IE calculations. 

Table 5 List of constructed polymers 

Constructed polymers 
poly(ethyl thiophene-3-acetate) 
poly(allylaminehydrochloride) 
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polyaniline 
emeraldine base 
poly(allylamine) 
poly(thiophenesulfonic acid) 
poly(vinyl alcohol) 
poly(sodiumstyrene sulfonate) 
poly(ethylene glycol) 
dextran 

Interaction energies were calculated using Equation 7 and obtained IEs are shown 

in Table 6. Interaction energy values from method 1 and method2 are compared in Table 

7. (In method 1 polymer was presented to nanotube as a long chain and in method2, 

polymer was grown in 5 unit increments following each minimization.) 

Table 6 Interaction energy values with vdW and electrostatic componants 

Polymer 

Poly(ethyl-3-thiopheneacetate) 

Polyaniline 

Polyvinyl alcohol 

Polyallylamine 

Polyethyleneglycol 

Dextran 

Poly(sodiumstyrenesulfonate) 

Emeraldine base 

Poly(thiophenesulfonicacid) 

Poly(allylaminehydrochloride) 

Interaction 
Energy 

(25 units) 

-307.84 

-193.94 

-91.41 

-64.70 

-107.03 

-141.34 

-220.87 

-225.86 

-630.45 

-65.42 

vdW 

-329.35 

-203.75 

-88.22 

-73.44 

-107.94 

-175.58 

-138.73 

-228.14 

-365.84 

-70.00 

Electrostatic 

1.81 

11.14 

-2.78 

3.22 

0.034 

28.05 

-95.57 

-0.01 

-273.98 

-0.51 
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Carbon atoms on the nanotube are covalent in nature. So the electrostatic 

interactions are much smaller than the van der Waals interactions for polymers not 

having ionic componants (Table 6). But there is a significant attractive electrostatic 

interaction with SWNT for poly(thiophenesulfonicacid) and 

poly(sodiumstyrenesulfonate) due to the presence of H+ and Na+ ions respectively. Na+ 

ions are known to interact well with SWNTs [51]. There is a repulsive electrostatic 

interaction for dextran possibly due to internal repulsions between charged groups in the 

structure. 

Table 7 Comparision of interaction energy values from method I and methoc!2. 

Polymer 

Poly(ethyl-3-thiophene acetate) 

Polyaniline (neutral) 

Poly(ethyleneglycol) 

Poly(vinyl alcohol) 

Poly(allylamine) 

Poly(sodiumstyrenesulfonate) 

Dextran 

PTsulfonic acid 

Emeraldine 

Poly(allylamine)(HCl) 

Interaction energy (kcal/mol) 
(25 units) 

Method 1 

-186.00 

-176.00 

-84.75 

-60.83 

-8.67 

-

-157.50 

-

-

-

Method 2 

-307.83 

-193.93 

-107.02 

-91.4 

-64.69 

-220.87 

-141.34 

-630.45 

-225.85 

-65.42 

Minimized structures of SWNT-polymer composites are shown in Figure 7, 

where a) PTsulfonic acid, b) emeraldine, c) poly(ethyl-3-thiophene acetate), d) 
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polyaniline, e) poly(sodiumstyrenesulfonate) f) dextran g) poly(ethyleneglycol) h) 

poly(vinyl alcohol) i) poly(allylamine) and j) poly(allylamine)(HCl). There is an obvious 

improvement in the interaction energy values from method 1 to method 2 (Table 7) and 

also there is an improvent in the conformation of polymers around SWNT (Figure 7). 

Figure 7 Optimized geometries of polymer-nanotube composite structures 
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This is because when the polymer is submitted as one big single strand (method 

1), there is a possibility for getting trapped in a high energy local minima. But when the 

polymer is added in incremental fashion the chances of reaching low energy global 

minima is considerably increased. Only a small improvement of IE is there for 

polyaniline. This is because of the rigid flat conformation of the polymer, which is 

always close to global minima. Big improvements of IEs are observed for polymers 

having flexible backbones or for polymers having flexible side chains. These polymers 

have a tendency to be locked in a local conformation when submitted at full length. 

2.4.1 Morphology of Polymers on SWNT Surface 

We investigate the morphological aspects of polymer-SWNT interactions on the 

local level,where the focus was on the arrangement of the backbone of the polymer with 

Figure 8 Arrangement of polymer strands on SWNT surface after energy minimizations 

respect to the hexagons that constitute nanotube surface. The atomic arrangement of 

carbon atoms in the backbone of conjugated polymers is isomorphic to their hexagonal 

arrangement in graphite sheets. Aromatic rings are therefore expected to possess a strong 

attractive interaction with the surface of the SWNTs and may play an important role in 
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providing effective adhesion. The same kind of isomorphism is responsible for the strong 

tendency of SWNTs to stick together. To calculate the relative arrangement of polymer 

aromatic rings with respect to the SWNT surface, the dihedral angles between the SWNT 

surface and the plane of the aromatic rings were calculated, Figure 9. 

polymer aromatic nn g 

dihedral angle <x 

nanolube surface 

Figure 9 Schematic representation of dihedral angle measurement 

The equilibrium separation between the aromatic polymer chain and the wall of 

SWNT is slightly above 3 A°. Dihedral angle, a is defined as the angle between hexagons 

of SWNT and aromatic rings of polymers directly above the hexagons. Angles were 

calculated using plane equations. The equations of the planes passing through the 

hexagons of SWNT were obtained from three points on each hexagon. The equations of 

the planes passing through the aromatic rings of polymers were obtained in a similar 

fashion from there points on each aromatic ring. The dihedral angle between the two 

planes, a is expressed as shown in Equation 8. 

ala.2 -r blb2 4- c±c2 Equations 

co so, — nt. n2 — , 

After obtaining dihedral angles, plots were made for angle probability vs dihedral 

angle. Aromatic rings of the polymer are said defined as perfectly parallel to SWNT if the 

dihedral angle is 0° or 180°. A dihedral angle of 90° indicates perpendicular alignment of 
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aromatic rings of polymer. For example, a dihedral angle of 5° is same as the dihedral 

angle of 175°. Each of the polymers containing an aromatic ring is analyzed in this 

fashion, and the results are presented in the following section. 

Poly(sodium styrene sulfonate) 

J] 
0 20 40 60 80 100 120 140 160 180 

Dihedral angle between polymer aromatic ring and surface of nanotube 

Figure 10 Probability vs dihedral angle plot for poly(sodium styrene sulfonate) 

The aromatic rings of PSS are not present in the polymer's backbone, so they do 

not orient parallel to the surface of SWNT for better interaction. Instead they align 

parallel to each other thereby minimizing the total energy of the system. Due to steric 

repulsions, the aromatic rings of PSS formed into three sets, and there is an interaction 

between the rings of each set. Aromatic rings closer to the surface of SWNT are not 

parallel and interact sideways with SWNT. As a result, only a few aromatic rings align 

approximately parallel to SWNT, which is indicated by the peaks between 10-20° and 

160-170° in the Figure 10. 
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Poly(thiophene sulfonic acid) 

0 20 40 60 BO 100 120 140 16C 

Dihedral angle between polymer aromatic nng and surface ol n; 

Figure 11 Probability vs dihedral angle plot for poly(thiophene sulfonic acid) 

Poly(thiophene sulfonic acid) has a flexible thiophene backbone, and it aligns 

parallel to the surface of SWNT. Contrary to PSS, aromatic rings of poly(thiophene 

sulfonic acid) are located in the backbone of polymer, which can orient parallel to 

SWNT. The thiophene rings in the backbone have a permanent dipole due to the presence 

of the sulfur atom, and it generates attractive interaction between adjacent thiophene 

rings. Due to this reason poly(thiophene sulfonic acid) tends to follow the spiral 

arrangement of carbon atoms on the surface of SWNT. Perfect parallel alignment of 

thiophene rings is indicated by the presence of major peaks between 0-5° and 175-180° 

(Figure 11). 

'^^^3*41r^
Mii^'r^t^- ^^O***^-

0 20 40 60 81 

Dihedral angle between polymer 

100 120 140 160 190 

nalic ring and surface of nanoiube 

Figure 12 Probability vs dihedral angle plot for polyaniline 
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Polyaniline (fully reduced form) has aromatic rings connected by sp hybridized 

nitrogen atoms. Many of the aromatic rings of the backbone cannot come parallel to the 

surface of SWNT due to angle strain at the nitrogen atom (Figure 12). Some of the Ph 

rings align parallel, the remaining interact sideways with SWNT. This misalignment is 

indicated by broad peaks between 0-35° and 145-180° (Figure 12). 

ns# ^ ^ g * ^ % - - » f e 5 * * - # ^ g i ^ ; 

0 20 40 60 80 100 120 140 160 130 

Dihedral angle between polymer aromatic ring and surface of nanotube 

Figure 13 Probability vs dihedral angle plot for emeraldine 

Emeraldine (50% oxidized form polyaniline) has two types of nitrogen atoms in 

the backbone. Half of the nitrogen atoms are sp hybridized and remaining half are sp 

hybridized. Sp2 hybridized nitrogen atoms in the backbone connect to nearby phenyl ring 

by a double bond and bring planarity to the backbone (Compare Figure 12 and Figure 

13). In the case of emeraldine more of phenyl rings come parallel to the surface of SWNT 

when compared to polyaniline. This better alignment is indicated by major peak between 

5-10° (Figure 13). 
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Poly(ethyl-3-thiophene acetate) 

0 20 40 60 80 100 120 140 160 180 

Dihedral angle between polymer aromatic ring and surface of nanotube 

Figure J4 Probability vs dihedral angle plot for poly(ethyl-3-thiophene acetate) 

Similar to poly(thiophene sulfonic acid), poly(ethyl-3-thiophene acetate) has a 

flexible backbone. Thiophene rings of poly(ethyl-3-thiophene acetate) align parallel to 

the surface of SWNT due to strong 7i-7t interactions. As mentioned previously, a 

permanent dipole in the thiophene rings provides for a strong interaction between 

adjacent thiophene rings and alignment with SWNT. When compared to poly(thiophene 

sulfonic acid), poly(ethyl-3-thiophene acetate) has smaller side chains, which enables 

better flexibility and alignment. This is indicated by major peaks between 0-5° and 175-

180°. 

Interaction energy per 100 atoms of polymer 

Interaction energy per 100 atoms of each polymer was calculated to obtain a 

better understanding of the nature of interactions. If the simulated polymers have a 

comparible number of atoms, the magnitude of the interaction energy gives a direct 

measure of the strength of their binding to the SWNT. Table 8 shows that the specific 

monomer structure plays a very important role in determinig adhesion to the SWNT. All 

the polymers with aromatic rings in the backbone (conjugated polymers) have stronger 
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interactions with the SWNTs than those either with side group aromatic rings (PS) or 

non-conjugated polymers. 

Table 8 Interaction energies for 100 atoms of polymer 

polymer 
PTester 
PANI 
PVA 
PAA 
PEG 
Dextran 
PSS 
PTacid 
PAA(HCl) 
EMER 

# atoms/25 units 
477 
302 
177 
277 
178 
528 
502 
752 
327 
290 

IE/25 units 
-307.83 
-193.93 
-91.40 
-64.69 
-107.02 
-141.34 
-220.87 
-630.45 
-65.42 
-225.85 

IE/100 atoms 
-64.53 
-64.22 
-51.64 
-23.35 
-60.12 
-26.77 
-44.00 
-83.84 
-20.01 
-77.88 

Polythiophene sulfonic acid (PTsulfonic acid) has highest interaction energy (-

83.84 kcal/mol) due to the presence of a flat conjugated backbone. A flat conjugated 

backbone provides n-n interactions and drawss more atoms closer to the surface of 

SWNT (Van der Waals interactions are short range and decrease at a rate of 1/r ). 

PTsulfonic acid also has side chains that can align parallel to the surface of SWNT. 

Similarly emeraldine (50% oxidized form of polyaniline) has a very high interaction 

energy (-77.88 kcal/mol) due to its flat conjugated backbone. Polyaniline in the reduced 

form has a slightly lower interaction energy of-64.22 kcal/mol due to strain in pyramidal 

'N' atoms (reduced form has 50% more pyramidal 'N' atoms, which prevent perfect 

planarity). Non-conjugated PAA and PAA(HCl) have very low interaction energy values 

(-23.35 and -20.01 kcal/mol respectively) due to irregular conformation around SWNT, 

causing atoms to reside farther from the surface of SWNT. Similarly dextran and PSS 
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have several of their atoms far from the surface of SWNT and have low interaction 

energies (-26.77 and -44.00 kcal/mol respectively). 

2.4.2 Normalized Interaction Energies Per Unit Contact Area 

Interaction energies between SWNT and polymers were calculated per unit 

contact area of the polymer. Interaction energy per unit contact area of polymer is a direct 

measure of binding energies of polymers with SWNT. Small polymers are expected to 

give low interaction energy values, whereas big polymers give high interaction energy 

values. 

Accessible surface area for (12,6) SWNT on each polymer were calculated 

assigning a Connolly diameter equal to the diameter of SWNT. This gives the surface 

area that would be accessible for SWNT used in the calculations. This feature is generally 

used to calculate surface areas and volumes accessible to a solvent or other molecule 

(spherical). 

The accessible surface is traced out by a probe sphere center as it rolls over the 

molecule. It is analogous to an expanded van der Waals surface. The union of the 

expanded atoms is what is called the solvent-excluded volume, and it is the region 

enclosed by the accessible surface. The diameter of the probe is important in this case, 

because it affects the measured area, Figure 15. 
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• 

Calculated area 

Calculated area 

Figure 15 Schematic showing measurement of Connolly or accessible surface area 

The contact surface area between SWNT and polymer strands was measured as described 

below. Surface areas were measured for (SWNT + polymer) composite, for polymer 

strand alone, and for SWNT alone (Figure 16). Contact surface area was determined 

using Equation 9. 

ontact surface area = 
{AreamxT ~ AreaPolyrrier) - AreaCa}yip€ 

Equation 9 

AreaswNT is the surface area of SWNT alone, Areap0|ymer is the surface area of polymer 

alone, and Areacomposite is the surface area of (SWNT + polymer) composite. Select 

Connolly surface areas of polymer strands are shown in Figure 17. 

•** r ™ —ffiSfflSBg 

U i 
Connolly surface 
of composite 

Connolly surface 
of nanotube 

Connolly surface 
of polymer 

Figure 16 Figures showing Connolly surfaces of composite, nanotube, and polymer 
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PTester-3299.05A2 PAN I-2221.79 A2 PVA-1067.10A2 PAA-1409.22A2 

Dextran-2995.68A2 PSS-3021.35A2 Emeraldine-2244.04A2 

Figure 17 Connolly or accessible surface areas of polymer strands 

Table 9 Interaction energies normalized for contact area 

Polymer 

PTester 
PANI 
PEG 
PVA 
PAA 
PSS 
Dextran 
PTsulfonic acid 
Emeraldine 
PAA(HCl) 

SWNT 
Surface 
Area 
7563.41 
9727.06 
7103.60 
5280.45 
4084.88 
4916.52 
8284.46 
7217.35 
10058.41 
4616.76 

Polymer 
Surface 
Area 
3299.05 
2221.79 
1332.69 
1067.10 
1409.22 
3021.35 
2995.68 
4435.35 
2244.04 
1694.88 

Total 
Surface 
Area 
8704.79 
10528.48 
7636.05 
5706.97 
4789.83 
6445.87 
9766.63 
8767.69 
10812.63 
5469.85 

Contact 
Surface 
Area 
1078.84 
710.19 
400.12 
320.29 
352.14 
746.00 
756.76 
1442.51 
744.91 
420.90 

I.E./lOOsq 
A° Contact 
Area 
-28.53 
-27.31 
-26.75 
-28.54 
-18.37 
-29.61 
-18.68 
-43.71 
-30.32 
-15.54 

Surface areas of SWNT, polymer strands and contact surface areas are shown in 

Table 9 along with interaction energy for 100 sq A° of contact area. Similar to previous 
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results, conjugated polymers have high calculated interaction energy values due to 71-71 

interactions. PTester has a backbone with thiophene rings, which have a permanent 

dipole generating strong interaction between adjacent thiophene rings and the polymer 

aligns parallel to SWNT surface. Its thiophene backbone interacts strongly with SWNT 

surface, but its side chains do not, leading to an interaction energy of-28.53 kcal/mol per 

7 7 

100 A° of contact area. PTsulfonic acid has the highest interaction energy per 100 A° of 

contact area. Similar to PTester, it's thiophene backbone has a very strong interaction 

with the SWNT surface. PANI has 71-71 interactions with SWNT due to its conjugated 

backbone, as expected it has a reasonably high calculated interaction energy. All nitrogen 

atoms in PANI are sp3 hybridized, but 50% of emeraldine nitrogen atoms are sp2 

hybridized. The sp2 hybridized nitrogen atoms in emeraldine reduce angle strain and let 

the polymer align parallel to the surface of SWNT. Emeraldine has a higher interaction 

energy compared to analogous polyaniline. Even unconjugated polymers (PVA, PEG) 

have considerable interaction energies due to the presence of permanent dipoles in the 

structures. Polyallylamine and polyallylamine hydrochloride have low interaction enrgy 

values. These polymers have bulky allyl side chains, which make the polymer twist in an 

irregular fashion. Due to this reason, atoms reside at a distance from the surface of 

SWNT in the most stable conformation. Van der Waals interactions are sensitive to 

distance and decrease at a rate of 1/r . These polymers therefore have very low 

interaction energy values. 
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2.5 Required Polymer for Two Unit Long (12,6) SWNT 

Required number of polymer repeat units (RPU) for two unit long SWNT, is the 

number of repeat units of polymer that is required to cover the surface of a two unit long 

(12,6) SWNT. RRU is different for different polymers due to the differences in the size 

of repeat units. In order to calculate RPU and number of strands for different polymers, a 

stepwise docking process was used which involved addition of polymer strands to (12,6) 

SWNT and minimizations. For these optimizations a short SWNT (2 repeat unit long 

with hydrogen termination at both ends) was considered to be able to run the jobs in 

reasonable amount of time. 

Figure 18 Two unit long nanotube with hydrogen termination 

Details of structures: Two repeat units long (12,6) SWNT with 'H' termination at 

both ends was constructed using nanotube builder. The resulting tube has a length of 

22.54 A°, and a diameter of 12.43 A° (Figure 18). Polymer strands were constructed 

using polymer builder with a length needed to cover the SWNT (lengths vary depending 

on orientation of polymer on SWNT surface). 

Polymer strands were added to SWNT after each minimization until the surface 

was covered with a monolayer of polymer. Figure 19 shows insufficient number of 

strands in (a) and (b) and excessive number of strands in (c). When a polymer strand was 



added in excess to SWNT (which is confirmed after optimization), one strand was 

removed and the structure was reoptimized. 

*^ **# .X** 

Figure 19 Stepwise addition of polymer strands to SWNT 

COMPASS forcefield was used for theses optimizations with the non-bonded 

interactions cutoff set to a distance of 15.5 A0, accompanied by a spline width of 5.0 A 

and a buffer width of 2.0 A°. 

PSS 
4 strands 

PT ester 
4 strands 

PVA 
13 strands 

PT sulfonic acid 
3 strands 

Dextran 
5 strands 

PEG 
14 strands 

Figure 20 Some optimized geometries of two unit (12,6) SWNT with full polymer coverage 



55 

Table 10 Required number of polymer strands and polymer repeat units 

Polymer 

PTester 
PANI 
PEG 
PVA 
PAA 
PSS 
Dextran 
EMER 
PT sulfonic acid 

Required polymer units for 2 units 
long SWNT 

28 
36 
84 
117 
66 
44 
55 
36 
21 

Number of strands 

4 
9 
14 
13 
6 
4 
5 
9 
3 

Only three strands of polymer is required in case of poly(thiophene sulfonic acid), 

and four strands for PSS and PTester due to big size repeat units (Table 10). 14 strands 

of polymer is required for PEG and 13 strands of polymer is required for PVA. This 

information is used for the explanation of experimental dispersion abilities of polymers in 

the later sections. 

2.6 Interactions-Solvent Effects 

Solvent interactions are calculated using VAMP from heats of formation of 

polymer strands in vacuum and in solvent (water). Four water soluble polymers, PEG, 

PVA, PSS, dextran, and poly(thiophene sulfonic acid) were used in the calculations. 

When the ionic groups of the polymers were replaced with hydrogen, there is a 

considerable change in interaction energy with solvent. 
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Poly(sodium styrene 
sulfonate) 

b &3T " 
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Figure 21 Polymer strands with ionic groups and with hydrogen atoms in place of ionic groups 

Interaction of polymer strands with water gave additional information about 

dispersing polymers. This information was used for the explanation of poor dispersion 

ability of PVA and PEG, despite the prediction of modest interaction energies. 

Table 11 Water interactions with polymer strands with and without ionic groups 

polymer 

PEG 
PVA 
PSS 
Dextran 
PT sulfonic acid 

Required repeat 
units (RRU) 

84 
117 
44 
55 
21 

I.E. with water for 
(RRU) (Kcal/mol) 

-336.25 
-457.42 
-2106.50 
-785.64 
-1004.41 

I.E. with water 
without ionic 
functionality 
(Kcal/mol) 

NA 
NA 
-112.04 
NA 
-87.94 

Water interactions were calculated for each polymer for required number of 

repeat units (RPU). RRU is the number of repeat units that is required to cover the 

surface of a two unit long (12,6) SWNT. RRU is different for different polymers due to 

the differences in the size of repeat units. Polymer water interactions indicate that 

polyvinyl alcohol and polyethyleneglycol have stronger interaction with water than with 
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the SWNT. Previous calculations indicated that PVA and PEG have strong interaction 

with SWNT and their interaction energies are comparable with that of polythiophenes 

and polyanilines. But their interaction with water is much higher than their interaction 

with SWNT. So, in a solution, PVA and PEG prefer to stay in water than on the surface 

of SWNT. 

Interaction energies of PSS and PTsulfonic acid with water (with and without 

ionic functionality) indicate that their interaction is dominated by the ionic groups. These 

results indicate that a polymer with hydrophobic backbone and ionic functional groups 

would be a better dispersing polymer, when two polymers with similar interaction 

energies are compared (for water solutions). 

2.7 Conclusions 

In conclusion polymer nanotube interaction energy calculations provided valuable 

information about wrapping polymers. Polymers having conjugation or aromatic rings in 

the backbone are best candidates for SWNT dispersion. Among the conjugated polymers, 

polymers having hetero atoms in the backbone have stronger interactions with SWNT 

surface. Conjugated polymers with hetero atom (thiophene unit) have permanent dipole 

due to electronegativity difference between hetero atom and the carbon atoms. Permanent 

dipoles of the polymer, conjugation, and the side chains generate a rod like structure and 

enhance the attraction between tube and polymer. A majority of the interaction is wan der 

Waals with little electrostatic contribution. The flat backbone of these polymers provides 

for a closer association to SWNT surface and gives high vdW interaction. 
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Van der Waals interactions are relatively short range, decreasing at a rate of 1/r6. 

This effect results in low interaction energy values for polymers such as polyallylamine 

and polyallylamine hydrochloride. Bulky allyl substituents on alternate carbons of these 

polymers give an irregular shape. In the minimum energy conformation, the majority of 

the atoms are distant from SWNT surface. This gives low vdW interaction and thus low 

total interaction with SWNT. Other relevant calculations on various IE values are listed 

in the appendix in Table 36 to Table 39. 

Polymers such as PEG and PVA have high calculated interaction energy values 

and are predicted to pack very efficiently around SWNT due to the absence of side chains 

and flexible backbones. Solvent interaction energy calculations reveal that they have 

much higher interaction with water than with SWNT. These details are discussed in next 

section after experimental SWNT dispersions. 

2.8 Experimental Dispersion of SWNTs 

2.8.1 Introduction 

Incorporation of SWNTs into a polymer matrix is a significant challenge, because 

as-produced single wall nanotubes (SWNT) are held together in bundles of 50 to a few 

hundred individual SWNTs by very strong van der Waals interactions. Researchers have 

demonstrated that bundling results in diminished mechanical and electrical properties 

when compared to theoretical predictions related to individual SWNTs. 

Several methods involving the polymer-wrapping technique are commonly used, 

such as dispersing the SWNT directly in a polymer solution via sonication and direct 

mixing [52, 53] and dispersion of the SWNTs in a surfactant solution to which the 
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polymer is added [54]. These methods have their advantages: they do not disrupt the 

primary structure of the tube, improve both solubility and processibility, facilitate 

characterization, and allow the final polymer-tube nanocomposite to be coupled to other 

materials [55]. The only disadvantage is that to achieve successful polymer wrapping, 

high ratios of polymer to SWNT have to be used [55]. 

Several studies have been published on polymer wrapping with the use of 

conjugated polymers [55], biological molecules [56], and starches [57]. However, all of 

the previously published studies have been performed using a trial-and-error approach. A 

priority of this project is to replace this trial-and-error method with an "intelligent 

design" by using molecular modeling to calculate the specific interactions between 

wrapping polymers and SWNTs. Results of theoretical studies are subsequently used to 

aid in experimental design. Therefore, providing experimental support to theoretical 

investigations of polymer-nanotube interactions is the goal of the work in this section. 

2.8.2 Experimental Details 

2.8.2.1 Dispersion and polymer wrapping utilizing direct mixing and sonication 

Using a modified literature procedure [52, 53], six 0.5% (w/w) polymer solutions 

were prepared from dextran (Mw -1,500, Fluka, 31394), poly(vinyl alcohol) (87-89% 

hydrolyzed, Mw -13,000-23,000, Sigma-Aldrich, 363170), poly(sodium 4-styrene-

sulfonate) (Mw -70,000, Aldrich, 243051), poly(allylamine hydrochloride) (Mw -15,000, 

Aldrich, 283215), polythiophene acid (Mw ~100k-1000k, American Dye Source, Inc., 

ADS2000P), and polyethylene glycol (-50% in H20, Mw ~20'000, Fluka, 87006). 

Between 1.10 mg and 1.14 mg of short, single-walled carbon nanotubes (Aldrich, 
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652512, 90% purity) were measured into 1.5 mL centrifuge tubes (Fisherbrand, Cat No. 

05-408-129) and dispersed with 1 mL of the 0.5% (w/w) polymer solutions. The 

dispersions were sonicated for 50 min. in an ultrasonic cleaner (Fisher Scientific, FS30). 

After sonication, the solutions were spun at 2400 x g for 50 min. in a Mikro 22 centrifuge 

(Hettich Zentrifugen, 1105-01). The supernatants were then seperated from the 

precipitated unwrapped SWNTs and transfered into new centrifuge tubes. This process 

was repeated three more times to precipitate out any unwrapped or wrapped bundles of 

SWNTs that still remained in solution. The final supernatants were then drawn off and 

put into clean centrifuge tubes, then centrifuged at 22000 x g for 3 hrs. to precipitate the 

polymer-wrapped SWNTs. The supernatants were removed from the centrifuge tubes, 

and the precipitated polymer-wrapped SWNTs were studied using Transmission Electron 

Microscopy (TEM) analysis. 

Experimental polymer capacity study: dark colorat ion 
represents dispersed SWNTs. Above samples were 
photographed after removing unwrapped SWNTs using 
centr i fugat ion. 

Figure 22 Dispersed SWNTs in polymer solutions 
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2.8.2.2 Dispersion and polymer wrapping with the aid of surfactants 

Using a modified literature procedure [54], approximately 25 mg of short, single-

walled carbon nanotubes were measured into 4 oz glass jars and dispersed with 50 mL of 

a 1% (w/w) sodium oleate (-95% capillary GC, Sigma, 03880) solution. The solutions 

were sonicated for 50 min in an ultrasonic cleaner (Fisher Scientific: FS30). The resulting 

disperisons were high-shear mixed at 1200 rpm for 50 min. using a Eurostar power-

control vise overhead mixer/stirrer (lKA®Werke: 2600000) fitted with an R 1303 

dissolver stirrer (IKA®Werke: 2746700). Approximately 500 mg of a polymer, 

poly(sodium 4-styrene-sulfonate), poly(vinyl alcohol), polythiophene acid, or 

polyethylene glycol, was then added to the solutions along with a stir bar. The solutions 

were then sonicated for 50 min, held in a 50°C oil bath for 50 min, sonicated for 50 more 

min, and finally held in the temperature-controlled oil bath to rest for 12 hrs. 

Sonication 

High-shear mixing 

Polymer 

Combination 
of techniques 

Resting, 
50 C, 24 hrs 

Centrifugation 
Precipitated tubes 

(unwrapped) 

^ ^ 
Separation of 

• 

unwrapped tubes 
" Dispersed tubes 

(polymer wrapped) 

Figure 23 General method used for the large scale dispersion of SWNTs 

Once the resting period was completed, the suspensions were allowed to cool to 

room temperature; after which they were separated into 2 mL natural flat top 
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microcentrifuge tubes (Fisherbrand: Cat No. 05-408-138). The samples were centrifuged 

at 2400 x g for 10 min. in a Mikro 22 centrifuge (Hettich Zentrifugen: 1105-01). The 

supernatants were separated from the precipitated unwrapped SWNTs and transfered into 

clean centrifuge tubes, after which they were centrifuged at 2400 x g for an additional 10 

min. The supernatants were decanted off from the precipitate into clean tubes, and the 

resulting solutions were then centrifuged at 22000 x g for 3 hrs to precipitate the polymer 

wrapped SWNTs. 

The supernatant was pipetted off and saved, then the remaining solutions of 

wrapped SWNTs were poured into 50 mL round-bottomed polyallomer centrifuge tubes 

(Beckman Coulter: 357003). 2-propanol (Fisher Scientific: A416-4) was then used to 

wash any remaining precipitate from the 2 mL centrifuge tubes. Enough 2-propanol was 

added to fill the 50 mL tubes, which were then centrifuged at 40000 x g in an Avanti high 

performance centrifuge (Beckman Coulter: J-26 XP). The 2-propanol was decanted off, 

and the precipitated polymer/polymer-wrapped SWNTs were washed with water to 

remove excess polymer. After washing, the polymer-wrapped SWNTs were filtered 

through 5.0 um hydrophilic Durapore discs (Millipore: SVLP02500). After drying, the 

mass of wrapped SWNTs recovered was found to be 0.69 mg for the PSS, 0.11 mg for 

the PVA, 4.02 mg for the PT and 0.06 mg for the PEG. 

2.8.2.3 Transmission electron microscopy (TEM) analysis 

TEM images in Figure 24 were taken with a Zeiss High-Resolution Electron 

Microscope (Carl Zeiss, Oberkochen, Germany) operated at 50 kV and at a magnification 

of 12k. SWNT/PSS solution was placed on a 300 mesh copper grid with a carbon type-b 
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support film (Ted Pella, Inc.: 01813). The grid was dried for an hour before TEM 

observation. 

Bimolesof 
^ ^ SWNTS before 

polymer "'•-^ 

Exfoliated 
SWMTs after f 
polymer > I. 
wrapping 

Figure 24 TEM images of undispersed and dispersed (polymer-wrapped) SWNTs taken at 12000x magnification 

2.8.3 Results and Discussions 

Figure 24 shows the results of the TEM analysis of the polymer-wrapped SWNTs 

produced by a combination of direct mixing, sonication, and polymer wrapping; 

individual polymer-wrapped nanotubes could not be visualized because of the 

magnification limitations of the microscope used, but the images show dispersed rather 

than bundled nanotubes and their orientation throughout the grid closely resembles a 

percolation pathway necessary for a conductive coating. Initial attempts to quantify 

recovered mass from polymer-wrapping experiments yielded large errors due to small 

sample masses. However, the appearance of the dispersions produced by the polymers 

showed clear differences (Figure 22). A large-scale procedure was adapted where mass 

balances could be obtained for the solutions tested. This technique, shown in Figure 23, 

used a combination of dispersion and polymer wrapping with the aid of surfactants. 

Interaction energies of specific polymer and nanotube are consistent with results of 

solubilizing capacity of these polymers from literature [54]. The resulting relative masses 
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of 67 for the poly(thiophene-sulfonic acid) (PT), 11.5 for the Poly(sodium-styrene 

sulfonate) (PSS), 1.8 for the Polyvinyl alcohol) (PVA), and 1 for the Polyethylene 

glycol) (PEG) were isolated (Figure 25). 
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" ^ I 

" ^ t 
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1 

t 
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Relative mass of 
wrapped SWNTs 
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Figure 25 Flowchart of the large-scale polymer-wrapping experiment performed 

2.9 Conclusions 

Six water soluble polymers were used in the experimental dispersion of SWNTs 

by polymer wrapping. Initial small scale dispersions gave qualitative information but 

failed to give quantitative information due to the difficulties involved with sub-milligram 
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weighings. However these initial experiments established qualitative definitions for good 

and bad polymers for wrapping. Good polymers are defined as the polymers that disperse 

SWNTs and bad polymers as that cannot disperse SWNTs. Four polymers were used in 

large scale dispersions of SWNTs. The dispersion of the bundled SWNTs was confirmed 

through TEM analysis. The results of the experimental SWNT dispersions are 

qualitatively shown in Table 12. 

Table 12 Qualitative results of polymer wrapping experiments 

Polymer 

PEG 
PVA 
PSS 
Dextran 
PTsulfonic acid 
PAA(HCl) 

Dispersion ability 
(experimental) 

Not good 
Not good 
Good 
Good 
Excellent 
Not good 

Dispersion ability 
(molecular modeling) 

Excellent 
Excellent 
Good 
Good 
Excellent 
Not good 

Poly(thiophene sulfonic acid) performed best (with relative mass of 67) in the 

dispersion of SWNTs. This enhanced dispersing ability is supported by molecular 

modeling results. It has a conjugated backbone with permanent dipoles due to the 

presence of sulfur atoms. Molecular mechanics calculations showed that polymers with 

conjugated backbone and permanent dipole interact strongly with SWNTs. Calculations 

of water interaction with polymer revealed that its backbone has higher interaction with 

SWNT than with water, supporting original assumptions. 

Poly vinyl alcohol and polyethylene glycol performed poorly (with relative 

masses of 1.8 and 1.0, respectively). According to molecular mechanics calculations they 



66 

have reasonably good interaction with SWNT. Interactions of these polymers with 

solvent (water) are shown in Table 13. 

Table 13 Polymer water interaction energies 

polymer 

PEG 
PVA 
PSS 
Dextran 
PT sulfonic acid 

Required units (RU) 

84 
117 
44 
55 
21 

I.E. with water for 
(RU) 

(Kcal/mol) 

-336.25 
-457.42 
-2106.50 
-785.64 
-1004.41 

I.E. with water 
without ionic 
functionality 
(Kcal/mol) 

NA 
NA 
-112.04 
NA 
-87.94 

Polyvinyl alcohol and polyethylene glycol have a stronger interaction with solvent 

molecules (water) (-457.42 kcal/mol and -336.25 kcal/mol, respectively) than with 

SWNT surface. They prefer to stay in solvent rather than to adsorb on SWNT surface. 

Theses polymers are not efficient for the dispersion of SWNTs. On the other hand 

poly(sodium styrene sulfonate) and PT sulfonic acid have hydrophobic core or backbone 

which prefer to adsorb on to SWNT surface. The apparent water interactions (-2106.50 

kcal/mol and -1004.41 kcal/mol) are attributed solely to ionic groups present in the side 

chains. 

From the molecular modeling the number of strands required to cover the surface 

of SWNT for different polymers is as follows, Table 14. 
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Table 14 Required number of strands for different polymers 

Polymer 

PT 
PANI 
PEG 
PVA 
PAA 
PSS 
Dextran 
PTsulfonic acid 
EMER 
PAA(HCl) 

Number of 
strands for 
(12,6) SWNT 
4 
9 
14 
13 
6 
4 
5 

9 
6 

Required polymer repeat units for two unit long (12,6) SWNT 

28 
36 
84 
117 
66 
44 
55 
21 
36 
66 

The number of strands required to cover the surface of SWNT is very high for 

polyvinyl alcohol and polyethyleneglycol, i.e., there would be a large entropy penalty 

when these polymers adhere to the SWNTs. On the other hand, a very small number of 

strands are required in the case of polythiophenes, poly(sodium styrene sulfonate), and 

dextran. Polythiophenes and polyanilines have a rod like conformation even before 

polymer wrapping, i.e., the entropy penalty for these polymers after polymer wrapping 

would be relatively low. Dextran's ability to disperse SWNT can be attributed to the 

combination of a low entropy penalty (fewer strands required), strong interaction between 

polymer strands (see Table 37 in Appendix) on the surface of SWNT, and reasonable 

interaction with SWNT. 

In summary, the ability of polymers to disperse SWNTs depends on four major 

parameters: 1) magnitude of interaction with SWNTs, 2) magnitude of polymer backbone 

or core interaction with solvent, 3) entropy effects, 4) macroscopic arrangement of 

polymer strands and SWNTs in solution. We quantitatively addressed the parameters 1 
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and 2, and qualitatively addressed parameter 3 from the number of strands required to 

completely cover a (12,6) SWNT. It was not possible to address parameter 4 using the 

available software packages, but observed results were well justified using parameters 1, 

2, and 3. High resolution TEM analysis showed spiral conformation for polymers around 

SWNT in literature [58-60], supporting the nanotube-polymer associations described 

herein. 

From molecular modeling and experimentation, the qualities of "preferred" 

dispersing polymers were identified. Best dispersing polymer have a conjugated 

backbone with a hetero atom, potential for strong TC-TC interactions, permanent dipoles, 

hydrophobic backbone, and a low entropy penalty afforded by a rigid rod like backbone. 

Solvent compatible functional groups are ideally placed in the side chains of polymer. 
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CHAPTER III 

DISPERSION OF Sc3N@C80 METALLIC NITRIDE FULLERENE 

3.1 Introduction 

Fullerenes are spherical, closed, cage-like structures of carbon that have polygon 

shaped interatomic arrangements of carbon atoms that are similar to those of graphite 

[61]. The family of fullerenes ranges from thirty carbon atom C30 to structures to those 

that contain up to an estimated thousand atoms [62]. The buckyball, or C60, is the most 

common fullerene. It was discovered by Kroto, Smalley, Curl and coworkers [63] and 

was initially produced in microscopic amounts by laser vaporization techniques. 

Kratchmer and co-workers [64] were able to make gram quantities of fullerenes using the 

arc-discharge method, which produces an arc between two graphite electrodes thereby 

consuming the electrodes in the production of fullerene containing soot. Arc discharge 

[65-67] laser ablation [68, 69], and oxidative combustion of benzene or acetylene [70] 

have all been used to produce mixtures of different sized fullerenes. 

Fullerenes,[71-73] classical metallofullerenes,[74-88] and metallic nitride 

fullerenes [85, 89-115] (Figure 26) have offered the possibility of many exciting 

applications [116-120]. The metallic nitride fullerenes (MNFs) have a unique shape with 

12 pentagons and 30 hexagons. They have a trimetallic nitride cluster at the center of the 

Cso cage. This hollow structure results in its distinctive physical, chemical, and biological 

characteristics. Modifications of MNFs through organic chemistry and synthesis routes 

allowed attachment of atoms and molecules to the Cgo cage without disrupting it's 

spherical hollow shape. 
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Empty Cage Classical Metallic Nitride 
Fullerenes Metallofullerene Fullerenes 

C6o C70 SC2@Ce4 Sc3N@Cao ScaNfgCeo 
(lh) (D51,) (D2d) (D51,) (lh) 

Figure 26 Comparison of fullerenes, metallofullerenes, and MNFs 

Classical fullerenes have been incorporated into polymer matrices to form 

composite films. There is much excitement surrounding fullerene-containing polymers, 

with the simplest of these being pure photopolymerized C6o- Films of photopolymerized 

C60 have shown interesting electronic, magnetic, photochemical, surface, and bulk 

properties [121-128]. It has been found that the presence of C6o lowers the thermal 

degradation of polystyrene which gives the material as a whole improved thermal 

stability [ref 88, 89]. In addition, C6o in polyethylene has increased composite hardness 

compared to pristine polyethylene [129, 130]. The most attractive application of C6o in 

composites results from the high photoconductivity of the fullerene polymer mixture. 

Wang measured a photo-induced discharge in C60/C70 doped polyvinylcarbazole (PVK) at 

the fullerene-polymer interface [131]. Furthermore, Sariciftci et al. observed the same 

behavior in C60 doped poly[2-methoxy,5-(2'-ethyl-hexyloxy)- p-phenylene vinylene] 

(MEH-PPV) [132]. They showed that photoinduced electrons transfer occurs from the 

polymer to C60 effectively, since C60 has extraordinary electron accepting properties. This 

photoinduced electron transfer produces anions and mobile holes in the polymer, 

resulting in the generation of photo current. Similar charge transfer is found in other 



71 

composites of fullerenes and conjugated polymers, and the effect has potential use for 

photovoltaic devices [133-135]. 

Until very recently, the pursuit of realistic research projects using 

metallofullerenes has been severely limited by sample availability. For the first time, 

there are sufficient quantities of metallic nitride fullerenes (MNFs, e.g. Gd3N@Cgo, 

Gd2ScN@Cgo) to pursue film-forming and other device applications, where MNFs are 

realistic constituents of polymer nanocomposites. The breakthrough in sample 

availability is due to recent production processes [136-140] discovered by Profs. 

Stevenson (University of Southern Mississippi, USM) and Dorn (Virginia Tech) and a 

new purification protocol developed by Stevenson [137, 138]. 

The added ability of MNFs to bring a functional metal to the film opens up the 

possibility for more extraordinary properties. The MNF cluster template allows the 

incorporation of metals having magnetic, electroactive, and radioactive properties, which 

hold great promise for medical, optical, and electronic applications. Incorporation of 

MNF materials in a polymer support matrix provide mechanical strength, toughness, 

adhesion, cohesion for the sample. 

Preparation and characterization of thin films from MNF-polymer 

nanocomposites involves the dispersion of MNFs in a carrier matrix. An important aspect 

of recent work is the focus on preserving the desired MNF chemical, photochemical, 

magnetic, or electrical property after incorporation into the film or formulation. Due to 

the all carbon cage, MNFs are very hydrophobic materials and possess minimal solubility 

in common organic solvents (mg/mT scale), monomers, and polymers. The ability to 
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disperse MNFs in polymers is paramount to realizing the potential of these materials in 

future commercial applications. MNFs, as well as classical fullerenes, have limited 

solubility in common solvents and polymers. MNF-polymer composite materials are only 

possible either by (1) primary functionalization to produce solvent and polymer 

compatible MNFs or (2) non-covalent dispersion of MNFs using suitable complexing 

agents and subsequent incorporation of the MNFs into the polymer matrix. 

In this respect, molecular mechanics calculations were performed to identify 

suitable dispersing agents for MNFs. A series of resorcinarene and calixarene compounds 

were surveyed and characteristics of suitable candidates were identified. Select 

resorcinarene and calixarene compounds were used in experimental MNF dispersion 

studies to support modeling results. 

3.2 Methods 

3.2.1 Structure Modifications for Molecular Mechanics Approach 

Sc3N@C80 crystal structure 
(CCDC) 

Figure 27 Refinement of Sc3N@C80 from crystal structure 
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The structure of Sc3N@Cgo was obtained from Cambridge Crystallographic Data 

Center (CCDC) [141]. Unnecessary molecular fragments and excess atoms were removed 

from crystal structure and optimized using DFT calculations, Figure 27. As previously 

discussed, Sc3N@Cgo contains a Sc3N trimetallic nitride cluster at the center of the Cgo 

cage. Sc3N cluster does not have any covalent bonding with any of the carbon atoms on 

the cage. There is a transfer of-6 charge from the Sc3N cluster to the Cgo cage and so it is 

represented formally as [Sc3N]+ [Cgo]" . Due to this special bonding, a forcefield in not 

available to describe the Sc-N bonds and their charges. The structure of Sc3N@C8o is 

therefore approximated by an empty Cgo cage having -0.075e to each carbon, thereby 

compensating for charge transfer. 

3.2.2 Minimization of Sc3N@Cso and Similar Compounds 

Verification of the modified Sc3N@Cgo structure and the molecular mechanics 

approach involved the following steps: 

1) Verification of molecular mechanics results with DFT results. Modified Sc3N@Cgo 

was minimized using molecular mechanics, and unmodified Sc3N@Cgo was minimized 

using DFT. Bond lengths and angles were compared in the resulting minimized 

structures. 

2) Verification of DFT results with experimental results. Bond lengths and bond angles 

from DFT results were compared to available experimental results from the literature. 

3.2.2.1 Molecular mechanics minimization of modified ScsN@Cso 

For molecular mechanics minimization of modified Sc3N@Cgo Discover module 

(Accelrys, Inc., San Diegi CA) was used employing the COMPASS force field. An atom 
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based summation method was utilized with the non-bonded interactions cutoff set to a 

distance of 15.5 A°, accompanied by a spline width of 5.0 A0 and a buffer width of 2.0 

A0. Modified Sc3N@C8o was first minimized (potential energy) using the steepest descent 

convergence method until the convergence is reached to 1000 kcal/mol/A°, followed by 

conjugate gradient convergence method until the convergence is reached to 10 

kcal/mol/A°, followed by a Newton convergence method until the final convergence is 

reached to 1.0 X 10"6 kcal/mol/A°. Fletcher-Reeves algorithm was used for conjugate 

gradient method and BFGS algorithm was used for Newton method. Charges assignment 

for carbon atoms (0.075e) was done by using QEq method. 

3.2.2.2 DFT minimization of ScsN@Cso 

The energy computed by DFT calculations for a particular molecule depends 

upon a number of computational parameters. When comparing energies, it is necessary to 

use the same parameters for each system. The following steps are involved in setting up a 

DFT calculation. 

1) Set up of the charge and spin state of the system. 

2) Set up of the exchange-correlation functional. This specifies the DFT functional that 

will be used in the calculation. In general, LDA functionals provide quicker calculations, 

but GGA functional provide more reliable results. For any calculations involving 

comparison of energies, GGA functionals are recommended. 

3) Set up of a basis set. This controls the number of atomic orbitals used to describe each 

molecular orbital. 

4) Set up of the electronic parameters for the calculation. 
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The DMol3 module of Materials Studio was used for the density functional theory 

(DFT) calculations. All electrons were explicitly included in core treatment and also 

included some relativistic effects. The DNP basis set was used which has one atomic 

orbital for each occupied atomic orbital, a second set of valence atomic orbitals, a 

polarization d-function on all non-hydrogen atoms and a polarization p-function on all 

hydrogen atoms. For exchange-correlation PW91 gradient-corrected (GGA) potential was 

used. SCF convergence tolerance was set to 10" . The convergence threshold used for 

energy is 10"5 Hartree, 0.002 Hartree/A° for force, and 0.005 A0 for displacement. The 

maximum number of geometry optimization cycles was set to 150. 

3.2.3 Verification of Molecular Mechanics Results against DFT Results 

MM minimized DFT minimized DFT minimized 
Figure 28 Molecular mechanics and DFT minimized structures of Sc3N@C80 

The results of molecular mechanics minimization of modified Sc3N@Cso and 

DFT minimization of unmodified Sc3N@C80 are provided. Bond lengths and diameters of 

modified Sc3N@Cgo and unmodified Sc3N@C8o are very closely matched, Figure 28. 

Average C-C distance (Molecular Mechanics) = 1.41 A° 
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Average C-C distance (DFT) = 1.42 A° 

Diameter of the cage (MM) = 7.697 A° 

Diameter of the cage (DFT) = 7.795 A° 

3.2.4 Verification of DFT Results against Experimental Results 

DFT calculations were performed on Sc3N@Cso and also on two other similar 

materials, Lu3N@Cso and Gd3N@Cgo- The results of the calculations are compared with 

experimental results from literature (Figure 29). Results from molecular mechanics 

calculations with modified Sc3N@Cso closely matched with DFT results and DFT results 

compared favorably with experimental results. The similarity among MM, DFT and 

experimental results provided confidence in our approach and the modified Sc3N@C8o 

structure. Additional modeling experiments were pursued. 
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Figure 29 Comparision of theoretical (DFT) and experimental results 
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Resorcinarenes and calixarenes are macrocyclic compounds composed of 

phenolic units connected by bridging groups such as methylene groups. They generally 

form a hydrophobic cavity that is capable of forming inclusion complexes with a variety 

of molecules. Resorcinarenes and calixarenes have been synthesized in a number of sizes. 

These compounds possess a well-defined cavity with simultaneous polar and nonpolar 

properties. Also, they can be derivatized in terms of cavity size and functional groups to 

yield guest compatible compounds capable of forming inclusion complexes [142]. The 

wider side of the cavity is defined as the upper rim, and the narrower hydroxyl side is the 

lower rim [143]. Because they are easily derivatized, numerous reaction schemes have 

been reported that produce these compounds with a variety of functionalities and 

chemical properties. Control of bowl conformation can be achieved by bulkier 

substituents on phenyl rings which inhibit rotation. There is a considerable interest in 

these compounds due to their ability to form complexes with other molecules. The first 

1:1 calixarene inclusion complexe with aromatic molecules was first reported in 1979 

[144] . As expected, larger calixarenes were able to include larger aromatic 

hydrocarbons. The complexation of calixarenes with fullerenes has also been reported 

with C6o and C7o [145-151]. A series of resorcinarenes and calixarenes were used in our 

calculations to identify the characteristics for strong binding with Sc3N@Cgo, specifically 

by calculating interaction energy values. High negative value for interaction energy is an 

indication of strong binding and dispersion ability. 



78 

3.3 Calculations with 4-member Ring Resorcinarene Compounds (set 1) 

Resorcinarenes containing four phenyl rings were considered for the first set of 

calculations. Series 'a' has phenyl substituents as side chains and series 'b' has n-hexyl 

substitiuents as side chains. The structures of the compounds are given along with results 

and discussions. The bowl shape of these compounds is retained due to the bulky side 

chains at the bottom and inversion of the phenyl rings is not possible. 

Calculations with resorcinarenes la & lb 

V) 

HO T OH 

(RSocXI) 

Figure 30 Structure of resorcinarene-1 

mP" 
•„.>-v» 

Resorcinarene-
l a 

Resorcinarene-
la 

Resorcinarene-
1b 

Resorcinarene-
l b 

Figure 31 Minimized structures of resorcinarene-1 and Sc3N@Cg0 complex 

Table 15 Interaction energies for resorcinarene-1 

Resorcinarene 
la(R=Ph) 
lb(R=C6H13) 

Single point 
-117.70 kcal/mol 
-130.58 kcal/mol 

minimization 
-84.25 kcal/mol 
-89.24 kcal/mol 
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Conformation in Most stable Conformation in Most stable 
complex (la) conformation (la) complex (lb) conformation (lb) 

Figure 32 Conformations of resorcinarene-1 

N-hexyl substituents are preferred over phenyl substituents. The bowl shape is 

achieved easily with n-hexyl side chains, which is revealed in larger interaction energy 

values. Steric repulsion between phenyls substituents causes slight deformation of the 

bowl shape which decreases the probability of complex formation. Positively charged 

hydrogen atoms of-OH group interact strongly with the negatively charged Cso cage. A 

bowl is formed with one covalent bond between phenyl rings. This gives flexibility to the 

bowl to accommodate the large Cso cage. 

Figure 32 illustrates the most stable conformation of resorcinarene in complex followed 

by the resorcinarene alone. The ability of the hexyl derivative to retain a conformation 

suitable for complexation contributes to the larger calculated IE. 

Calculations with resorcinarenes 2a & 2b 

(RSocX2) 

Figure 33 Structure of resorcinarene-2 
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The general structures of resorcinarenes 2a and 2b are shown in Figure 33. energy 

minimized structures of the MNF-complex are provided in Figure 34, with the 

corresponding IE values reported in Table 16. calculated IEs support a stronger 

association between MNF and resorcinarene-2b, where R = C6H13. However, values for 

2b are significantly less than those calculated for 1 a and ab. Instructures 2a and 2b, 

phenyl rings are connected through two points of attachment (covalent bonds), which 

reduces the flexibility of the bowl toward complexation. In case of resorcinarene 2a, 

interaction between the phenyl substituents (bottom) deform the bowl and make the bowl 

entrance smaller. In this conformation, methyl substituents on phenyl rings sterically 

hinder Cso cage from interaction, leading to a lower IE for resorcinarene-2a. 

Similar to that observed for structures la and lb, the hexyl derivative adapts a more 

perfect bowl shape in the complex and alone, Figure 35. 

Resorcinarene- Resorcinarene- Resorcinarene- Resorcinarene-
2a 2a 2b 2b 

Figure 34 Minimized structures of resorcinarene-2 and Sc3N@C80 complex 

Table 16 Interaction energies for resorcinarene-2 

Resorcinarene 
2a(R=Ph) 
2b(R=C6H13) 

Single point 
-23.04 kcal/mol 
-56.72 kcal/mol 

minimization 
-17.67 kcal/mol 
-53.82 kcal/mol 



81 

complex (2a) 
Most stable 

conformation (2a) 
Conformat ion in 

complex (2b) 

> . r.--r.\ • « ' ••« . • . ! 
* v . ,•-'..-•*>'.•«-;• • • : | 

Most stable 
conformat ion (2b) 

Figure 35 Conformations of resorcinarene-2 

Calculations with resorcinarenes 3a & 3b 

Resorcinarene-3b 

(RSocX3) 

Figure 36 Structure of resorcinarene-3 and it's complex with SC3N@C80 

The general structures of resorcinarenes 3 a and 3b and energy minimized 

structures of the MNF-complex are provided in Figure 36, with the corresponding IE 

values reported in Table 17. Resorcinarene-3 has same two point attachement (covalent 

bonds) for phenyl rings as 2a & 2b (which reduces the flexibility of the bowl toward 

complexation), but polar component of la and lb (which increases IE and complexation 

ability). A first approximation based on results from earlier calculations would place IE 

in between la/lb and 2a/2b. A negative effect from covalent bonds between phenyl rings 

and a positive effect from 'H' of-OH groups lead to lower IE values for resorcinarenes 
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3a and 3b when compared to resorcinarenes la and lb. For resorcinarene 3a, deformed 

bowl shape is observed in complex and in the most stable conformation due to steric 

repulsion between phenyl substituents. For resorcinarene 3b slight deformation of bowl 

shape is observed in complex, but bowl shape is retained in its most stable conformation. 

Table 17 Interaction energies for resorcinarene-3 

Resorcinarene 
3a(R=Ph) 
3b(R=C6H13) 

Single point 
-69.14 kcal/mol 
-59.77 kcal/mol 

minimization 
-80.02 kcal/mol 
-80.66 kcal/mol 

Calculations with resorcinarenes 4a, 4b, 5a, 5b, 6a, and 6b 

„-OH 

ll 1 
MeO f, o ' \ OMe 

R R ••- ' 

M e O . O M e 

_^^ '^J OMe 

\ O M e M e O 

-f > « 
>—< ,JR R, 

o n 
V , T ̂  7 

J/ —K 
O M e 

OH 

(RSocX4) 

Resorcinarene-4 

4a:R=Ph;4b: R=C6H13 

M E O " f * O M e 

( R S o c X S ) 

Resorcinarene-5 

5a:R=Ph;5b: R=C6H13 

\JT\ XX. ^ 

o 
I u u 

Resorcinarene-6 

6a:R=Ph; R-C6H13 

(RSocXG) 

Figure 37 Structures of resorcinarene 4, 5 and 6 

The general structures of resorcinarenes 4, 5 and 6 are shown in Figure 37 and the 

corresponding IE values reported in Table 18. The bowl shape for resorcinarenes 4 and 5 

is formed by one covalent bond (one point of attachment) between phenyl rings, similar 

to bonding in la/lb. In the bowl conformation, bulky -OCH3 groups from adjacent 

phenyl rings cannot be accommodated in the available space. They sterically repel each 

other and bring two of the phenyl rings parallel to each other. This effect is more 

pronounced when there are phenyl substituents (resorcinarenes 6a and 6b). Steric 



83 

hindrance from -OCH3 groups has a negative steric impact on the approaching Cgo 

preventing association. This results in low interaction energy values. 

Table 18 Interaction energies for resorcinarene-4, -5, and -6 

Resorcinarene 
4a(R=Ph) 
4b(R-C6H13) 
5a(R=Ph) 
5b(R=C6H13) 
6a(R=Ph) 
6b(R=C6H13) 

Single point 
-86.25 kcal/mol 
-72.35 kcal/mol 
-36.66 kcal/mol 
-42.60 kcal/mol 
-55.20 kcal/mol 
-52.59 kcal/mol 

minimization 
-68.11 kcal/mol 
-32.95 kcal/mol 
-29.98 kcal/mol 
-35.45 kcal/mol 
-41.17 kcal/mol 
-40.80 kcal/mol 

Resorcinarene 6 is also connected by one single bond affording a flexible 

structure. The presence of huge benzyl and methyl substituents completely deform the 

bowl shape. Due to this deviation, the effect of substituents (phenyl vs n-hexyl) is 

negligible. Cgo cage interacts with available phenyl rings only in a sideways orientation, 

so the obtained interaction energy values are low. 

Comparision of molecular mechanics and DFT interaction energies 

Interaction energies for resorcinarene-lb and resorcinarene-2b with modified 

Sc3N@C8o are -89.24 kcal/mol and -53.82 kcal/mol (molecular mechanics). 

Interaction energies for resorcinarene-lb and resorcinarene-2b with Sc3N@Cso are -96.64 

kcal/mol and -58.36 kcal/mol (DFT). These results confirmed the accuracy of the 

molecular mechanics calculations. 
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3.3.1 Summary of Modeling Results from Setl 

Name 
Resor-1 a 
Resor-lb 
Resor-2a 
Resor-2b 
Resor-3a 
Resor-3b 
Resor-4a 
Resor-4b 
Resor-5a 
Resor-5b 
Resor-6a 
Resor-6b 

IE1 (optimization) 
-84.25 
-89.24 
-17.67 
-53.82 
-69.14 
-59.77 
-68.11 
-32.95 
-29.98 
-35.45 
-41.17 
-40.80 

1E2 (single point) 
-117.70 
-130.58 
-23.04 
-56.72 
-80.02 
-80.66 
-86.25 
-72.35 
-36.66 
-42.60 
-55.20 
-52.59 

Resorcinarenes with 4 member bowls are predicted to be suitable dispersing 

agents for Sc3N@C8o when the phenyl rings are connected by one single bond (one point 

of attachment) affording a flexible structure which readily attains an optimal bowl 

geometry. This connectivity gives flexibility to the bowl to open widely. Wide opened 

bowls can accommodate large Cso cages. Resorcinarenes with 4 member bowls are not 

suitable to disperse Sc3N@Cgo when the phenyl rings are connected by two single bonds 

(two points of attachment) to form the bowl shape and simultaneously contain sterically 

bulky substituents. Resorcinarenes with 4 member bowls and with phenyl rings 

connected by two single bonds (two points of attachment) are suitable for Sc3N@C8o 

dispersion when they contain small (sterically less hindering) substituents. The size of the 

bowl is not sufficient for Cso cage when the bowl is formed with two single bond 

connections (two points of attachment) between phenyl rings. But there is a reasonable 

interaction when the substituents are small. The partial positive charge on hydrogen of 

the hydroxyl group interacts strongly with negatively charged Cso cage and so they are 
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favorable. Substituents such as OCH3, OCH^Ph are too bulky and Sc3N@Cso is unable to 

gain proximity to the bowl for stronger interaction. Bowl conformation is relatively hard 

to achieve when phenyls are present as substituents ('a' structures). Side chain phenyl 

rings sterically repel with each other causing deformation of the bowl shape (prominant 

when the bowl is formed by two sigle bonds between phenyl rings). For this reason 

structures 'a' (phenyl substituents) compounds generally have low interaction energy 

values compared to structure 'b' (n-hexyl substituents) compounds. 

3.4 Calculations with Modified Resorcinarenes (set 2) 

In this section some hypothetical structures were used for the calculations to get 

better understanding of the interactions. These hypothetical structures are obtained by 

replacing some atoms or fragments in resorcinarene 2b with other atoms or fragments. 

The minimized structures of the complexes are shown in Figure 38 and interaction energy 

values are provided in Table 19. 
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Resorcinarene-2b(0 to N) Resorcinarene-2b (CH3 to CF3) Resorcinarene-2b (CH3 to CF20H) 

Resorcinarene (OH-phenyl) Resorcinarene (OH-hexyl) 

Figure 38 Otmized structures of Sc3IN@C80-resorcinarene complexes 

Table 19 Structures and interaction energies for resorcinarenes 

Name 

Resorcinarene (OH-
phenyl) 

Resorcinarene (OH-hexyl) 

Resorcinarene-2b(0 to N) 

Structure 

ON 

f XX ^ 
H O < > V>OH 

0 T 0 
OH 
ON 

HO-f > ^ > O H 

> = t , R R /—*• 

OH 

H .F R, H 

''•-- l a J 
N T U 

IE1 
(optimization) 

(kcal/mol) 

-60.53 

-66.68 

-81.71 

IE2 
(single point) 

(kcal/mol) 

-83.95 

-90.39 

-101.80 
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Resorcinarene-2b(CH3 to 
CF3) 

Resorcinarene-2b(CH3 to 
CF20H) 

F 3 C o-t -K C F 3 

C F 3 

CF2.0H 

rx±-\ 
)A 'R R M 
> = ( .R R, )—'• 

0 V ! ^ V 9 

CF20H 

-60.26 

-116.85 

-77.84 

-155.12 

For all the compounds bowl shapes are formed by two single bonds between 

phenyl rings. When compared resorcinarene-2b(0 to N) with resorcinarene-2b, it has less 

electronegative 'N', so the partial negative charge present on 'N' is relatively small 

compared to 'O' analog. Since the electronegative atom is directly facing Cso cage, there 

is some repulsion present in both oxygen and nitrogen analogs. But this repulsion is 

lessened in case of nitrogen analog due to the presence of positively charged hydrogen 

atom on nitrogen. This gives a relatively high interaction energy value for this nitrogen 

analog compared to oxygen analog. In the case of resorcinarene-2b (CH3 to CF3), CF3 

group induces positive charge on phenyl ring and increases partial positive charge on 

hydrogens of'OCH2O'. These partial positive charges interact strongly with negatively 

charged Cso cage. But negatively charged 'F' atoms repel the cage, indicated by the 

orientation of 'F ' atoms in the minimized structure. So it has a medium IE values. For 

resorcinarene-2b (CH3 to CF20H), the partial positive charge on 'H's of CF2OH is 

extremely high and it give strong electrostatic interaction between negatively charged Cso 
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cage and the 'H's of CF2OH. At the same time 'F' and 'O' atoms give partial positive 

charge to the neighboring atoms and groups. So the interaction energy is very high. For 

resorcinarene (OH-phenyl), partial positive charges on hydrogens o f OH' interact 

strongly with negatively charged Cgo cage. And 'O' atoms in 'OCH2O' induce partial 

positive charge on 'CH2', and on the phenyl rings. This gives strong interaction with Cso 

cage. Similarly in the case of resorcinarene (OH-hexyl), partial positive charges on 

hydrogens of'OH' interact strongly with negatively charged Cso cage. And 'O' atoms in 

'OCH2O' induce partial positive charges on 'CH2', and on the phenyl rings. This gives 

stronger interaction with Cgo cage and high interaction energy values. And also less steric 

n-hexyl side chains further increase the interaction energy by giving flexibility to the 

bowl. 

3.4.1 Summary of Modeling Results from Set 2 

Table 20 Summary of interaction energy values from optimizations and from single point energy calculations for 

resorcinarenes 

Name 
Resorcinarene (OH-phenyl) 
Resorcinarene(CH20H to OH) 
Resorcinarene (OH-hexyl) 
Resorcinarene-2b(0 to N) 
Resorcinarene-2b(CH3 to CF3) 
Resor-2b(CH3 to CF20H) 

JE1 (optimization) (kcal/mol) 
-60.53 
-71.62 
-66.68 
-81.71 
-60.26 
-116.85 

IE2 (single point) (kcal/mol) 
-83.95 
-83.22 
-90.39 
-101.80 
-77.84 
-155.12 

Summary of interaction energy values from optimizations and from single point 

energy calculations for resorcinarenes with Sc3N@C8o are shown in Table 20. In general 

the following structure property relationships can be defined from modeling results. The 

electronegative atoms or groups on the bowl rim improve interaction of resorcinarenes 
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with Cgo cage, when the electronegative atoms are not directly facing the cage. However, 

the negative charge on electronegative atoms repels the Cgo cage, when they are directly 

facing the cage. Electronegative atoms increase positive charge on nearby connected 

atoms, and these positive charges give strong interaction with Cgo cage. Electronegative 

atoms or groups located farther from the bowl opening (i.e., farther from Cg0 cage) 

increase interaction energies. Less electronegative atoms give low positive charges on 

nearby atoms and so they give low interaction energy values when they are not directly 

facing the Cgo cage. 

3.5 Calculations with Calixarenes (set 3) 

Three calixarene compounds were considered for interaction energy calculations. 

They are calix[5]arene, calix[6]arene, and calix[8]arene. The structures are shown in 

Figure 39. IEs are calculated as previously described, and results are summarized as 

follows. 

Calculations with 4 member ring resorcinarenes revealed that they are barely big 

enough to accommodate the Cgo cage. Four member ring resorcinarenes are suitable when 

the bowl is formed by one single bond connection (one point attachment) between phenyl 

rings, and simultaneously if they have less sterically bulky substituents. As a 

result,additional calculations with bigger calixarene compounds were performed. 
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Calix[5]arene Calix[6]arene Calix[8]arene 

Figure 39 Structures of calix[5|arene, calyx[6]arene, and calyx[8|arene 

Calix[5]arene Calix[6]arene 

1 

Calix[8]arene - top view Calix[8]arene - side view 

Figure 40 Minimized geometries of calix|5|arene-, calix[6|arene-, and calix|8]arene-Sc3N@C80 complexes 
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The calculated IE between calix[5]arene and Sc3N@Cso is -111.43 kcal/mol from 

structure minimizations. Calix[5]arene visually appears to fit well in complexation with 

Sc3N@C8o, Figure 40. The size of the bowl is large enough to accommodate the Cso cage. 

In the complex C$o resides close to the phenyls and has strong n-n interactions. The 

phenyl rings in calix[5]arene do not have bulky substituents at the bottom of the bowl, so 

i.e., the phenyl rings are free to rotate through the single bonds to yield other 

conformations. However in the case of this compound, strong hydrogen bonding locks 

the phenyls in the preferred bowl conformation. 

Calix[6]arene is big enough to accommodate the Cso cage, as illustrated in Figure 

40. The IE between calix[6]arene and Sc3N@Cgo is -125.21 kcal/mol from structure 

minimizations. This is very high due to improved n-n interactions. The larger size of the 

bowl allows Cgo to move closer to the phenyl rings. Five of the six phenyl rings of 

calix[6]arene align with the Cso cage for TT-TC interactions. The remaining phenyl ring 

orients perpendicular to the others to relieve strain. This is contributed to the larger cavity 

formed from six phenyl rings. 

IE between calix[8]arene and Sc3N@Cgo is calculated to be -165.92 kcal/mol. The 

size of the bowl is considerably bigger, to accommodate Cgo cage. Five phenyl rings 

orient pseudo-parallel to the cage surface for strong n-n interactions. The remaining three 

rings are forced to adopt a conformation normal to the cage rings. Despite the 

unfavorable orientation of 3 of the 8 aromatic rings, a higher IE is predicted. This 

suggests that the existing n-n intermolecular attractions and larger bowl size are overall 

predicted to be more favorable to complexation. 
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In summary, the IE values for calixarenes-Sc3N@Cso complexes are shown in 

Table 21. IEs between calixarenes and Sc3N@Cso are found to increase with bowl size. 

This is due to the gradual improvement in alignment of phenyl rings parallel to 

hexagons/pentagons on the Cso cage. Parallel alignment gives stronger vdW interactions 

(71-71) between aromatic rings of calixarenes and Sc3N@Cso. Moreover, the bowl shape is 

retained for calix[5]arene and calix[6]arene due to hydrogen bonding between -OH 

groups on phenyl rings. Bowl shape retention is difficult for calix[8]arene due to its large 

sige. 

Table 21 Interaction energy values for calixarenes-Sc3N@C80 complexes 

Calixarene 
Calix[5]arene 
Calix[6]arene 
Calix[8]arene 

Interaction energy 
-111.43kcal/mol 
-125.21 kcal/mol 
-165.92 kcal/mol 

3.6 Experimental Dispersion Studies of Sc3N@Cso 

An experimental study was conducted to test the complexing ability of select 

resorcinarenes and calixarenes to Sc3N@Cso- Dynamic light scattering (DLS) was 

identified as suitable techniques for the analysis of samples. Dynamic light scattering 

(DLS) gives particle size measurements. Any change in particle size due to dispersion (or 

complexation) of Sc3N@Cso with resorcinarenes or calixarenes can be observed by DLS. 
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Resorc inarene( l ) Resorcinarene(2) Resorcinarene(3) 

Calix[6]arene Calix[8]arene 

Figure 41 Structures of resorcinarenes and calixarenes used in experimental studies 

Five compounds were selected for use in experimental studies and their structures 

are provided in Figure . Finding a suitable solvent for experimental studies was the first 

task, due to diverse solubility of the compounds. Crude solubilities were measured in 

common solvents and tabulated in Table 22. To estimate the solubilities approximately 2 

mg of solid was added to 0.5 mL of solvent and qualitative assignments of poor, fair, 

good, or excellent were made based on a visual inspection of the solid fraction that 

dissolves. 



Table 22 Solubilities of host guest materials 

Compound 
Sc3N@C80 

Resorcinarene(l) 

Resorcinarene(2) 

Resorcinarene(3) 

Calixarene(6) 

Calixarene(8) 

Solvent 
CS2 
Xylenes 
Toluene 
ODCB 
C6H6 
CHC13 
Toluene 
CHC13 
THF 
Acetone 
DMF 
Toluene 
THF 
CHC13 
Acetone 
DMF 
Toluene 
THF 
Chloroform 
Acetone 
DMF 
Toluene 
THF 
Chloroform 
Acetone 
H20 
Methanol 
Ethanol 
DMF 
DMSO 
Toluene 
THF 
Chloroform 
Acetone 
H20 
Methanol 
Ethanol 
DMF 
DMSO 

Solubility 
Fair 
Poor 
Poor 
Poor 
Poor 
poor 
Poor 
Poor 
Fair 
Fair 
Excellent 
Good 
Good 
Good 
Good 
Excellent 
Good 
Good 
Good 
Fair 
Excellent 
Poor 
Poor 
Poor 
Poor 
Poor 
Poor 
Poor 
Good 
Excellent 
Poor 
Poor 
Poor 
Poor 
Poor 
Poor 
Poor 
Good 
Excellent 

3.6.1 Dynamic Light Scattering Studies 

The aim of dynamic light scattering studies was to observe the complexation 

between resorcinarenes/calixarenes and SC3N@Cgo, as evidenced by a change in particle 
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size in complex solutions versus Sc3N@C8o alone. Changes in particle size are dependent 

on the extent of aggregation of resorcinarene/calixarene-Sc3N@Cgo complexes in 

solution. A similar complexation of C6o with calixarenes was reported recently, where 

colored solutions of C6o became colorless after complexation with calixarenes due to 

precipitation of the complex [149]. 

DMF is a common polymer solvent and a bad solvent for fullerenes. In the hope 

of eventually enabling the fine dispersion of fullerenes in a polymer compatible solvent, 

DMF was selected as a test solvent. SC3N@C8o is not significantly soluble in DMF, so a 

demonstration of a soluble complex formation in this solvent would be a significant 

discovery and have great utility in the preparation of polymer- fullerene composites. One 

resorcinarene was found to be soluble in toluene, which is a good solvent for fullerenes. 

An additional light-scattering study was performed in this solvent for comparison. For 

the particle size measurements, Nanotrac NPA 151 (Microtrac Inc) DLS instrument was 

used which is optimized for low concentration measurements and for smaller particle 

sizes. Measurement range was set to 0.8 to 6500 nm. Data was collected with a 780 nm 

laser at room temperature. Two data collections were averaged for each measurement. 

Table 23 Weights of host and guest materials used in the DLS studies 

Host molecule 

Resorcinarene-1 
Resorcinarene-2 
Calix[6]arene 
Calix[8]arene 

Weight of 
resorcinarene/calixarene 
7.9 mg 
8.4 mg 
5.7 mg 
7.7 mg 

Weight of 
Sc3N@C80 
2mg 
2mg 
2mg 
2mg 

Solvent 

DMF 
DMF 
DMF 
DMF 



96 

A general experimental procedure for the preparation of complex solutions is as 

follows. A 2 mg sample of Sc3N@C8o is dissolved in 5 ml of selected solvent and a 5 

molar excess of resorcinarene/calixarene is dissolved in 1 ml of the same solvent. The 

solution of Sc3N@C8o is sonicated for 10 minutes followed by 60 minutes stirring 

followed by 10 minutes resting. This cycle was repeated until all of the resorcinarene is 

added. DLS measurements are taken periodically to monitor changes in particle size, and 

results are reported in Table 24 and Table 25. Volume and number average particle size 

values are provided along with standard deviations and calculated IEs. Volume average 

particle size measurements are prejudiced toward the larger aggregates which may be 

present and contribute most to the light scattering. Volume average particle size 

measurements reflect the most probable size and may minimize the contribution from 

larger species. Both provide critical information about the sample. Each light scattering is 

the average of multiple scans. 

Table 24 Volume average particle size measurements in DMF 

Resorcinarene or 
calixarene 
Resorcinarene-1 
Resorcinarene-2 
Calix[6]arene 
Calix[8]arene 

Average particle 
size (nm) 
168 
171 
391 
189 

Standard deviation (%) 

39 
53 
15 
49 

Interaction energy 
(kcal/mol) 
-89.24 
-53.82 
-125.21 
-165.92 

Table 25 Number average particle size measurements in DMF 

Resorcinarene or 
calixarene 
Resorcinarene-1 
Resorcinarene-2 
Calix[6]arene 
Calix[8]arene 

Average particle 
size (nm) 
106 
97 
370 
101 

Standard deviation (%) 

37 
31 
15 
35 

Interaction energy 
(kcal/mol) 
-89.24 
-53.82 
-125.21 
-165.92 
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3.6.1.1 Results of light scattering 

Dispersions of Sc3N@Cso were successfully produced in DMF, as shown in the 

colored solutions of Figure 43. DLS average particle size measurements were similar for 

resorcinarene-1, resorcinarene-2, and calix[8]arene suggesting that the interactions 

among fullerene and resorcinarene do not change significantly with the structure 

variations among these compounds. However, a very unique interaction was observed 

between Sc3N@Cso and calix[6]arene, leading to a larger particle size but more narrow 

size distribution. This narrow size distribution is suggestive of a more homogeneous 

sample. A similar observation was made of toluene containing solutions, where the 

addition of resorcinarene-2 lead to a highly uniform sample distribution, although at a 

slightly higher average particle size. The volume average particle size distributions are 

provided in Figure 44 (a and b) for toluene solutions of Sc3N@Cgo alone (a) and in the 

presence of resorcinarene-2. Although larger IEs were calculated for the complex 

produced from Sc3N@Cgo and calyx[8]arene, this was not supported by the fact that 

larger ring size calixarenes cannot retain their bowl conformation due to inversion of 

phenyl rings, Figure 42. 

Calix[5]arene Calix[6]arene Calix[8]arene 

Figure 42 Bowl shape retention of calixarenes due to hydrogen bonding 



Figure 43 Color generated from complexation of resorcinarens/calixarenes with Sc3N@C80 in DMF 

a) Sc3N@C80 in toluene 

MV(nm) = 753 (± 42%) 

b) Sc3N@C80 and 
resorcinarene-2 in 
toluene 

MV(nm) = 465 (± 15%) 
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Figure 44 Particle size of Sc3N@C80 in the presence and absence of resorcinarene in toluene 
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3.7 Conclusions 

In summary, DLS results of samples provided strong evidence for the formation 

of SC3N@C8o resorcinarene/calixarene complexes. This study was limited to DLS; 

however additional NMR experiments are currently being explored by other group 

members. Dispersions of Sc3N@Cso were successfully prepared in DMF, which provides 

great hope for eventual incorporation into polymer films. 
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CHAPTER IV 

DISPERSION OF ASPHALTENES 

4.1 Introduction 

Asphaltenes are the heaviest, most polar, and most aromatic fraction of crude oil 

[152] and exist as a core of stacked, polyaromatic rings connected at their periphery by 

aliphatic chains and/or naphthenic-aromatic ring systems [153]. Due to their complex 

nature, asphaltenes cannot be defined by a simple molecular structure or grouped into a 

specific family of compounds; however a representative structure is provided in Figure 

48. Asphaltenes are a solubility class and defined by their solubility in toluene and 

insolubility in n-heptane. This fraction has been studied extensively because of its role in 

oil field flow assurance, and the structure and properties of asphaltenes mainly depend on 

the source of the crude oil [152]. Due to the presence of nitrogen, oxygen, and sulfur 

heteroatoms, asphaltenes are considered the basic organic components of crude oils. The 

molecular weight distribution (MWD) of asphaltenes is still under debate. Over the past 

two decades, several groups have probed the asphaltene molecular mass distribution, and 

the most accepted range is 500-1000 units even though some discrepancies still exist 

[154-160]. 

Naphthenic acid is used as a general term for the organic acids present in crude oil 

[161]. These compounds are found mainly in immature, heavy crude oils [162, 163]. 

Naphthenic acids consist of a mixture of alkyl-substituted acyclic and cycloaliphatic 

carboxylic acids with a broad range of molecular weights and structures, [164, 165] and 

examples used in this study are presented in Table 27. They have the empirical formula, 
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CnH2n+z02, where Z is zero or a negative, even integer which indicates the hydrogen 

deficiency and n is the number of carbon atoms [164, 165]. Cyclic naphthenic acids not 

only bear a carboxylic acid group, but they are also believed to posses substituted alkyl 

groups [164]. The rings of naphthenic acids can be bonded in one of two ways, bridged or 

directly fused [164]. Similar to asphaltenes, the physical and chemical properties of 

naphthenic acids depend on the nature and source of the crude oil. 

Asphaltene molecules/aggregates tend to associate and precipitate from 

suspension, forming heavy organic deposits in oil reservoirs, oil wells, and pipelines, 

thereby reducing crude oil flow. In fact, Kokal and Sayegh [166] referred to asphaltenes 

as the "cholesterol of petroleum", because their deposition on pipeline surfaces reduces 

crude oil flow. Once formed, the deposit slowly thickens, further reducing oil flow, and 

results in a substantial loss in revenue [167]. Asphaltenes become unstable and can 

precipitate when the solution conditions of the crude oil change as a result of recovery 

and production operations [168]. These problems have affected oil companies around the 

world, resulting in large economic losses. Asphaltenes associate and precipitate from 

suspension as a result of many factors such as a change in temperature, pressure, or 

composition, etc. 

Since heavier and heavier crude oils are being utilized for the production of light 

oil fractions, understanding asphaltene behavior is an extremely important issue to the oil 

industry. The forces responsible for asphaltene aggregates are the same as the ones 

present between organic and organometallic compounds [169]. The interactions between 

two molecules can have contributions from several forces such as, charge transfer, 
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electrostatic, van der Waals, induction, and repulsion forces [170, 171]. Therefore, the 

mechanism of asphaltene aggregation involves van der Waals dispersion forces between 

aromatic rings, hydrogen bonding between polar groups, and charge transfer interactions 

[169]. 

The recent work of Ostlund et al.[172] suggests that asphaltenes and naphthenic 

acids do associate and that this association is influenced by the concentration and 

asphaltene type. In a two-part study by Varadaraj and Brons [173, 174], concerning the 

oil-water interfacial properties of extracted crude oil asphaltenes, much of the interaction 

at the interface was contributed to the presence of surface-active naphthenic acids that 

were coincidently extracted with the asphaltenes. A strong acid-base interaction was 

found to exist between the nitrogen-containing asphaltenes and the acid-containing 

naphthenic acids, which produced acid-base complexes. Although several studies exist on 

the self-association and aggregation behavior of asphaltenes, the interaction of 

asphaltenes and naphthenic acids largely overlooked. Molecular mechanics calculations 

were used to study the interactions between asphaltenes and different naphthenic acids to 

identify required characterstics for naphthenic acids as dispersing agents. 

There are a large number of representative naphthenic acids available from 

commercial sources, and Mr. David Heaps experimentally demonstrated their application 

in the dipersion of asphaltene aggregates [175]. Molecular modeling results are correlated 

with Mr. Heap's experimental results. This series of calculations enabled the 

investigation and potential correlation of a number of structure-property relationships, 

including the relative effects of hydrogen bonding and vdW interactions. 
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Primary attractive forces for asphaltene and asphaltene-naphthenic acid 

aggregation are expected to consist of hydrogen bonding, other electrostatic forces and 

vdW interactions. The forcefield approach is well suited to this application due to the 

absence of chemical transformations. Molecular mechanics with CVFF forcefield was 

used for these calculations and interaction energies for the asphaltene dimer were 

determined to estimate the strength of aggregation. Interaction energies between 

asphaltenes and several naphthenic acids were investigated to characterize the specific 

interactions between the basic and acidic components of crude oil. 

4.2 Method Description and Association of Asphaltene Dimers 

Interfacial binding characteristics of asphaltenes and their interactions with 

napthenic acids were investigated using molecular mechanics and molecular dynamics 

simulations using CVFF forcefield. A representative structure of Asphaltene was 

obtained from a literature source [176] for the calculations. Six napthenic acids were 

studied in the calculations: 5(3-cholanic acid, naphthalenepentanoic acid, naphthalenoic 

acid, methyl abietate, hydrogenated methyl abietate, and 5p-Cholanic acid-3-one, Table 

27. An atom based summation method was used with a non-bonded interactions cutoff set 

to 15.5 A° accompanied by a spline width of 5.0 A°, and a buffer width of 2.0 A°. The 

models were first minimized using the steepest descent convergence method to 1000 

kcal/mol/A°, followed by a conjugate gradient method to 10 kcal/mol/A°, and Newton 

methods until the convergence reaches 1.0 x 10 " kcal/mol/A°. 

The optimized structure for asphaltene was obtained using the following 

procedure. In the first step, enrgy of the structure was minimized. In the second step, 



104 

molecular dynamics was run for 100 pico seconds, and the five lowest energy 

conformations were selected. In the third step, energies of the five selected conformations 

were minimized, and the conformation with the lowest energy was selected for the rest of 

the calculations. 

Initial modeling studies were performed on asphaltene dimmers. For the 

construction of dimer a docking process was used. The spatial disposition of the two 

asphaltene molecules involved was changed, and after each change the interaction energy 

was calculated. The IE values were plotted against rotation angle, Figure 45. Individual 

calculated IE values are presented in Table 26. The maximum IE determined for 

asphaltene dimmers is determined to be -82.14 kcal/mol. There exists a significant 

orientational dependence on the IE spacing nearly 20 kcal/mol. The two most 

thermodynamically stable conformations are illustrated in Figure 46. 

Interaction Energy vs Rotation Angle 
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Figure 45 Interaction energy vs rotation angle plot for asphaltene dimer 
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Table 26 Change in total and interaction energy values with rotation angle for asphaltene dimer 

Rotation angle 
0 
45 
90 
135 
180 
225 
270 
315 
0 
45 
90 
135 
180 
225 
270 
315 

Total energy (kcal/mol) 
1004.27 
1006.46 
1008.05 
1017.80 
1013.28 
1016.69 
1009.66 
1011.76 
1015.13 
1012.74 
1000.76 
1000.21 
1003.98 
1014.92 
1011.29 
1018.89 

Interaction energy (kcal/mol) 
-78.08 
-75.88 
-74.30 
-64.55 
-69.07 
-65.66 
-72.69 
-70.59 
-67.22 
-69.61 
-81.58 
-82.14 
-78.37 
-67.43 
-71.06 
-63.45 

Most stable conformation Second most stable conformation 

Figure 46 Most stable and second most stable conformations of asphaltene dimer 

4.3 Calculations with Naphthenic Acids 

Interfacial interaction energy 

The attraction between asphaltene and a naphthenic acid molecule results from 

the electrostatic and van der Waals forces in the molecular system. Generally, the IE is 

estimated from the energy difference, AE, between the total energy of the composite and 
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the sum of the energies of individual molecules as shown in Equation 10, where E(totai) is 

the total energy of the composite, E(aspiiaitene) is the energy of the asphaltene without the 

naphthenic acid, and E(naphthenic acid) is the energy of the naphthenic acid without the 

asphaltene. In other words the interaction energy can be calculated as the difference 

between the minimum energy and the energy at the infinite separation of the asphaltene 

and naphthenic acid. 

Figure 47 Schematic showing interaction energy calculations for naphthenic acids 

Unlike the SWNTs or resorcinarenes, the surface of an asphaltene is 

discontinuous, presenting different functional groups. As a result IEs calculated at more 

than one location on the surface of asphaltene are necessary. In this approach, 10 to 15 

initial orientations were minimized and IEs are calculated for each naphthenic acid. Five 

interaction energy values are selected for each, Figure 47. 

Naphthenic acids form hydrogen bonds with electronegative atoms present in the 

asphaltene structure. Due to differences in their chemical structure, different naphthenic 
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acids prefer different electronegative atoms on asphaltene (from interaction energy 

values). For convenience, the functional groups of asphaltene are labeled as shown in 

Figure 48. 

s=o 

COOH 

Figure 48 Sites of hydrogen bonding for naphthenic acids on asphaltene molecule 

Table 27 Structures of naphthenic acids used in calculations 

C H , 

5p-Cholanic acid (isomer-1) 5p-Cholanic acid (isomer-2) 

Naphthalenepentanoic acid Naphthalenoic acid 



108 

0 OCH3 

Methyl abietate 
o OCH3 

Hydrogenated methyl abietate 

5p-Cholanic acid-3-one 

Five IE values for each naphthenic acid from Table 27, are tabulated as follows, 

Table 28 to Table 34. Contributions from electrostatic interactions (hydrogen bonding, 

dipole interactions) and vdW interactions to the total IE were calculated. Significant 

results are discussed. 

Table 28 Interaction energy values for 5p-Cholanic acid (isomer-2) 

s=o 

COOH 

N2 

5[3-Cholanic acid (isomer-2) 
IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 

-42.06 
-36.18 
-7.26 

-36.22 
-30.15 
-5.76 

-33.34 
-29.74 



109 

s 

Nl 

electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

-3.86 

-34.31 
-31.94 
-5.23 

-31.36 
-33.32 
-1.73 

IEs were calculated between asphaltene and cholanoic acid at different locations 

on the surface. Five interaction energy values are tabulated when the -COOH of 

cholanoic acid formed hydrogen bonding with electronegative atoms of asphaltene. The 

largest IE was obtained when -COOH of cholanoic acid formed a hydrogen bond with 

the -S=0 of asphaltene. The electrostatic component of the interaction energy (-7.26 

kcal/mol) is mainly due to this hydrogen bonding. 

Table 29 Interaction energy values for naphthalenepentanoic acid 

s=o 

COOH 

N2 

S 

Nl 

Naphthalenepentanoic acid 
IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 

-29.82 
-26.77 
-4.33 

-26.51 
-22.32 
-3.78 

-30.19 
-27.37 
-2.90 

-27.92 
-27.05 
-0.72 

-27.51 
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vdW 
electrostatic 

-27.58 
0.31 

Naphthalenepentanoicacid has it's largest IE value when it forms a hydrogen 

bond with N2 of asphaltene. It has an electrostatic contribution of-2.90 kcal/mol, but the 

electrostatic interaction is stronger when -COOH formed a hydrogen bond with ~S=0 (-

4.33 kcal/mol) or-COOH (-3.78 kcal/mol). The best IE value is obtained when sum of 

the vdW and electrostatic interaction energies is at the highest. In other words, the best 

electrostatic interaction and best vdW interaction are simultaneously possible only when 

the structures are optimum for these interactions. 

Table 30 Interaction energy values for naphthalenoic acid 

s=o 

COOH 

N2 

S 

Nl 

Naphthalenoic acid 
IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

-26.61 
-25.47 
-5.39 

-33.07 
-21.2 
-11.63 

-30.70 
-28.31 
-2.74 

-29.02 
-25.94 
-2.95 

-30.80 
-26.82 
-3.88 
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Naphthalenoic acid has the highest interaction energy when -COOH of 

naphthalenoic acid forms hydrogen bond with -COOH of asphaltene (-11.63 kcal/mol). 

This arrangement of asphaltene and naphtlaenoic acid gave a lower vdW interaction (-

21.24 kcal/mol). 

Table 31 Interaction energy values for methyl abietate 

Orient-1 

COOH of 
asphaltene 

Orient-2 

Orient-3 

Orient-4 

Methyl abietate 
IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

-34.35 
-34.17 
-0.72 

-31.62 
-30.59 
-3.85 

-30.03 
-30.30 
-2.03 

-33.17 
-34.45 
0.01 

-33.17 
-34.45 
0.01 

Methyl abietate has one hydrogen bond acceptor (-COOCH3) and does not have a 

hydrogen bond donor. Our model asphaltene has one hydrogen bond donor (-COOH). 

The electrostatic contribution for total interaction energy is very low except when the -

COOH of asphaltene forms a hydrogen bond with -COOCH3 of methyl abietate (-3.85 

kcal/mol). 
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Table 32 Interaction energy values for reduced methyl abietate 

Orient-1 

Orient-2 

Orient-2 

COOH of 
asphaltene 

1 

Orient-4 

Reduced methyl abietate 
IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

-31.90 
-31.40 
-0.43 

-29.54 
-29.81 
-0.39 

-29.22 
-28.22 
-1.06 

-29.05 
-29.09 
-4.13 

-28.44 
-28.51 
0.45 

Reduced methyl abietate is obtained after the reduction of two double bonds in 

methyl abietate. IE values with asphaltene are relatively low for reduced methyl abietate 

due to the absence of two double bonds. Absence of two double bonds lowers the van der 

Waals interaction (low n-n interactions) and so decreases the overall interaction energy. 

Reduced methyl abietate has one hydrogen bond acceptor (-COOCH3) and does not have 

a hydrogen bond donor. Asphaltene has one hydrogen bond donor (-COOH). The 

electrostatic contribution for total interaction energy is very low except when the -COOH 

of asphaltene formed a hydrogen bond with -COOCH3 of reduced methyl abietate (-4.13 

kcal/mol). 
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Table 33 Interaction energy values for 5(5-Cholanic acid (isomer-1) 

s=o 

COOH 

N2 

S 

Nl 

5(3-Cholanic acid (isomer-1) 
IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

-35.51 
-29.49 
-6.11 

-32.07 
-27.99 
-6.40 

-36.65 
-34.77 
-3.09 

-31.47 
-32.44 
-1.51 

-33.59 
-29.03 
-6.32 

Cholanic acid has highest interaction energy when it forms a relatively weak 

hydrogen bond with N2, and the vdW contribution is highest for this arrangement. It 

formed strong hydrogen bonds with -COOH, Nl, and -S=0. As mentioned before, the 

magnitude of interaction energy is highest when the sum of the electrostatic interaction 

and vdW interaction is largest. 

Table 34 nteraction energy values for 5P-Cholanic acid-3-one 

s=o 

COOH 

5p-Cholanic acid-3-one 
IE 
vdW 
electrostatic 

IE 
vdW 

-32.46 
-32.10 
-5.28 

-38.92 
-28.31 
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N2 

S 

Nl 

electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

IE 
vdW 
electrostatic 

-10.07 

-34.64 
-34.06 
-0.49 

-32.33 
-31.85 
-2.01 

-30.95 
-31.81 
-1.95 

Cholanoic acid-3-one has one hydrogen bond donor (-COOH) and one two 

hydrogen bond acceptors (-COOH, -C=0). Due to its long structure, two simultaneous 

hydrogen bonds are not possible in the majority of the arrangements. Cholanoic acid-3-

one has the highest interaction energy when it formed hydrogen bonding with -COOH of 

asphaltenes (-38.92 kcal/mol). For the same arrangement, it has the highest electrostatic 

interaction (-10.07 kcal/mol). 

4.4 Summary of Asphaltene-Naphthenic Acid IES 

Average IEs between asphaltene and individual naphthenic acids are summarized 

in Table 35. The electrostatic part of the interaction energy is an indication of Hydrogen 

bonding [typical values: O—H...:N (6.9 kcal/mol), O—H...:0 (5.0 kcal/mol), N—H...:N 

(3.1 kcal/mol), N—H...:0 (1.9 kcal/mol)]. In some minimized structures, the -COOH of 

naphthenic acids is unable to form a hydrogen bond due to geometric constraints. In such 

cases polar components of naphthenic acids and asphaltene interact with each other. This 

is the justification for the higher electrostatic interaction contribution for total interaction 
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energy, even in the structures where no apparent hydrogen bond is present. From the 

interaction energy values, it is evident that several naphthenic acid molecules are required 

to disperse asphaltenes. 

Table 35 Average interaction energies of naphthenic acids with asphaltenes 

Naphthenic acid 

5p-Cholanic acid (isomer-
2) 
Naphthalenepentanoic acid 
Naphthalenoic acid 
Methyl abietate 
Reduced methyl abietate 

5(3-Cholanic acid (isomer-
1) 
5|3-Cholanic acid-3-one 

S=0/ 
Orient 
1 

-42.06 

-29.82 
-26.61 
-34.35 
-31.90 
-35.51 

-32.46 

COOH 
/ 
Orient 
2 
-36.22 

-26.51 
-33.07 
-31.62 
-29.54 
-32.07 

-38.92 

N2/ 
Orient 
3 

-33.34 

-30.19 
-30.70 
-30.03 
-29.22 
-36.65 

-34.64 

S/ 
Orient 
4 

-34.31 

-27.92 
-29.03 
-33.17 
-29.05 
-31.47 

-34.64 

Nl/ 
Orient 
5 

-31.36 

-27.51 
-30.80 
-33.17 
-28.44 
-33.59 

-30.95 

Average 
IE 

-35.46 

-28.39 
-30.04 
-32.47 
-29.63 
-33.86 

-34.32 

Minimized structures of methyl abietate, 5|3-cholanic acid, and 5p-cholanic acid-

3-one with asphaltene are shown in Figure 49. Asphaltene formed a bowl conformation in 

almost all minimized geometries for the accommodation of naphthenic acids. Generally 

all naphteneic acids preferred to be in the bowl (from interaction energy values), except 

for 5(3-cholanoic acid-3-one, which preferred other side of asphaltene (from interaction 

energy values). The measured distance between the two molecules is 3.988 A° for 5(3-

cholanic acid and 4.100 A° for methyl abietate. But measured distance is high and 

varying for 5p-cholanic acid-3-one. These observations are in consistant with aggregation 

prevention capabilities of these naphthenic acids in precipitation onset values for 

asphaltenes. 
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5(3-cho!anic acid 5(3-cholanic acid-3-one 

Methyl abietate Hydrogenated methyl abietate 

Figure 49 Most stable conformations of methyl abietate, 5P-choIanic acid, hydrogenated methyl abietate, and 

5P-cholanic acid-3-one with asphaltene 

Further, comparision of aggregation prevention capabilities of methyl abietate and 

reduced methyl abietate are in consistant with observed IE values. The distances in 

minimized geometries of methyl abietate and hydrogenated methyl abietate are 4.100 A° 

and 5.148 A°, Figure 49. Reduced methyl abietate does not have double bonds. Due to 

reduced vdW interaction (71-71), reduced methyl abietate has lower interaction energy and 

it is farther from asphaltene surface in minimized structure. In summary, using a 

representative asphaltene strucuture, IEs were calculated for asphaltene dimers and found 

to be orientationally dependent (stacks). Interaction energies were calculated between 
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asphaltene and select naphthenic acids and IE values indicated specific unique 

interactions for each acid or acid derivative. Those naphthenic acids which delayed 

precipitation of asphaltenes were found to have strong affinities and minimized 

orientations in the "cup bowl" of asphaltene. 



118 

APPENDIX 

SUPPLEMENTARY SWNT-POLYMER INTERACTION ENERGY VALUES 

Table 36 Interaction energy values for a specific length of polymer with SWNT 

Polymer 

PTester 
PANI 
PVA 
PAA 
PEG 
Dextran 
PSS 
PTsulfonic acid 
PAA(HCl) 
EMER 

Length of polymer (A0) (25 
units) 
98.14 
125.40 
64.00 
63.42 
88.57 
148.00 
50.61 
95.85 
63.42 
132.46 

IE/ 100 A° polymer (kcal/mol) 

-313.67 
-154.65 
-142.83 
-102.02 
-120.84 
-95.50 
-436.42 
-657.72 
-103.15 
-170.52 

Table 37 Interaction energies between polymer strands in polymer wrapped SWNT 

Polymer 

PT 
PANI 
PEG 
PVA 
PAA 
PSS 
Dextran 
PTsulfonic acid 
EMER 

Required 
units 

28 
36 
84 
117 
66 
44 
55 
21 
36 

TPE of polymer 
around NT 
(kcal/mol) 

1980.99 
-666.82 
-37.34 
-3023.40 
-589.12 
-5555.83 
2062.84 
-1389.37 
-1983.46 

Calculated TPE 
of polymer 
(kcal/mol) 

1724.77 
-599.52 
96.54 
-2899.65 
-536.86 
-5839.52 
2482.28 
-1142.72 
-1523.62 

Poly-poly 
interaction in 
wrapped NT 
(kcal/mol) 
256.22 
-67.29 
-133.88 
-123.75 
-52.25 
283.69 
-419.45 
-246.65 
-459.84 
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Table 38 Interaction energies between free polymers strands 

Polymer 

PT 
PAN1 
PEG 
PVA 
PAA 
PSS 
Dextran 
PTsulfonic acid 
EMER 
PAA(HCl) 

Required 
units 

28 
36 
84 
117 
66 
44 
55 
21 
36 
66 

Two strands 
(kcal/mol) 

1130.14 
-382.11 
1.28 
-517.27 
-185.45 
-2747.36 
840.77 
-1258.16 
-884.92 
-2411.37 

One strand 
10 units 
(kcal/mol) 
615.99 
-166.53 
11.49 
-247.83 
-81.34 
-1327.16 
451.32 
-544.15 
-423.23 
-1190.24 

IE dimmer 
(kcal/mol) 

-101.84 
-49.04 
-21.71 
-21.60 
-22.77 
-93.03 
-61.88 
-169.86 
-38.46 
-30.90 

IE dimer/ 
required units 
(kcal/mol) 
-142.58 
-88.28 
-91.17 
-126.37 
-75.12 
-204.66 
-170.16 
-178.35 
-69.23 
-101.96 

Table 39 Normalized interaction energies for polymer-SWNT composites 

Polymer 

PT 
PANI 
PEG 
PVA 
PAA 
PSS 
Dextran 
PTsulfonic acid 
EMER 
PAA(HCl) 

IE/25 units 
(kcal/mol) 
-307.83 
-193.93 
-107.02 
-91.40 
-64.69 
-220.87 
-141.34 
-630.45 
-225.85 
-65.42 

Number of 
strands 
4 
9 
14 
13 
6 
4 
5 
3 
9 
6 

Required 
units 
28 
36 
84 
117 
66 
44 
55 
21 
36 
66 

IE (per required units) 
(kcal/mol) 
-344.77 
-279.26 
-359.59 
-427.75 
-170.78 
-388.73 
-310.95 
-529.58 
-325.22 
-172.71 
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