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Subinertial Sea Surface Heights Anomalies Estimated Using High Frequency Radar Surface Current Data in the Mississippi Bight
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Abstract

Sea level studies in the Mississippi Bight (MSB) are less abundant than in other coastal waters of USA. This study investigates the subinertial (time scales >2 days) sea level anomalies in the MSB shelf. The diagnostics of the terms in the invariant form of the momentum equation were computed to determine which terms have the most influence on the anomalies in sea level. It was determined that at subinertial scales the geostrophic balance is the dominant balance in the MSB while the non-linear and time derivative terms are insignificant relative to the Coriolis term. A Least Squares procedure was applied to the subinertial surface currents data from high frequency radar surface currents (filtered with a window of 2-day Butterworth filter) to extract subinertial sea level anomalies in the MSB shelf using both geostrophic balance and the invariant form of Reynolds' averaged momentum equations. The resulting subinertial sea level anomalies were validated using sea level observations from an offshore buoy and Sentinel-3 along-track satellite altimeter data. The estimated sea level anomalies were reasonably close to observations (more than half had root mean square difference of <0.04 m) and mostly influenced by geostrophic balance. Analysis of the empirical orthogonal functions showed that the first two modes explained the majority (85%) of the variance in the sea level anomalies estimated using the geostrophic approximation. Absolute sea level could be estimated if Global Navigation Satellite System buoys are deployed in the radar footprint.

Plain Language Summary

Compared to other USA coastal waters, fewer sea level studies have been conducted in the Mississippi Bight (MSB). This study focuses on slow varying sea level anomalies with periods longer than 2 days. The terms in the equation governing the circulation in the MSB were evaluated using high frequency (HF) radar velocity data to determine which terms contributed the most to the sea level anomalies. The study demonstrated that the term associated to Earth's rotation has the largest amplitude implying that the dominant balance is between this term and the term related to sea level slope. Sea level anomalies estimated from both this dominant balance and the full governing equation by applying a Least Squares procedure. Buoy and Sentinel-3 satellite altimeter sea level observations were used not only to validate the estimated sea level anomalies but also to confirm the validity of the dominant balance. Two major patterns of sea level spatiotemporal variability were determined. They accounted for 85% of the changes in the sea level anomalies. Additional observations within the HF radar coverage area such as high quality positioning data could be used to reference the estimated sea level anomalies.

1. Introduction

To a first order approximation, there is a geostrophic flow in the ocean interior where temporal Rossby, Rossby and Ekman numbers are assumed to be small. The barotropic component of this flow results from the balance between the horizontal components of the Coriolis and pressure gradient forces where pressure gradients result from gradient in sea level (Cushman-Roisin & Beckers, 2012). Typically, the subinertial (defined here as timescales greater than 2-day) sea level gradient in the open ocean can be attributed to changes of currents in accordance with geostrophic balance. However, the dominance of the geostrophic balance becomes less certain on continental shelves (Lentz & Fewings, 2012). This is partly due to the varying bathymetry and stratification, both of which can contribute to the separation or overlap of the surface and bottom boundary layers (Lentz & Fewings, 2012), as well as the prevalence of high frequency (HF) non-linear processes (e.g., surface gravity waves; Woodworth et al., 2019). These changes in ocean dynamics complicates continental shelf processes...
As such, in addition to geostrophic sea level gradient, ageostrophic dynamics can contribute to subinertial sea level gradient on the shelf. The contributions of oceanographic processes to gradients in sea level differ for different temporal and spatial scales. Many sea level studies have focused on temporal anomalies, but spatial gradients in sea level have been challenging to observe on the shelf, since altimeters have sparse spatial coverage and require special processing on the shelf. Studies of both temporal and spatial sea level gradients can be useful in understanding of the roles of oceanographic processes to sea level gradients (Woodworth et al., 2019). Particularly, in the Mississippi Bight (MSB) (Figure 1) of the Northern Gulf of Mexico shelf (nGOMs), such studies have been limited (MSB extends from the shoreline to the shelf break).

Previous studies in the MSB have focused more on shelf circulation, resulting in only a few studies on sea level gradients. Ohlmann et al. (2001) used satellite altimetry data to investigate mean flows on the shelf rise area of the GOM and determined that the contribution of eddy-generated vorticity flux to mean flow competes with the contributions of wind stress curl. Though they estimated sea level gradients due to eddies, these results were generally at the outer edge of the shelf. On seasonal timescales, Dzwonkowski and Park (2010) using depth integrated velocities from a single moored Acoustic Doppler Current Profiler (ADCP) at the 20 m isobaths offshore of Mobile Bay, observed an eastward flow in the late spring/early summer, which they suspected resulted from a

Figure 1. Map of the study region with surface current coverage domain (color plot) showing percentage of HFR data availability. The blue diamonds represent the locations of wind stations; starting from the northmost and moving in the clockwise direction dpia1 (in a similar location with the northmost green triangle), 42012, 42039, and 42040. The ~5 MHz HFR stations locations are represented by red triangles; starting from the leftmost Singing River Island in Mississippi, Orange Beach in Alabama and Henderson Beach State Park in Florida. Green triangles represent the locations of the sea level stations: coastal gauge (NOAA 8735180 Dauphin Island) and offshore buoy. The first X-crossing is S3B pass 93 and 308 while the second X-crossing is S3A pass 93 and 308.

(Dzwonkowski & Park, 2012). As such, in addition to geostrophic sea level gradient, ageostrophic dynamics can contribute to subinertial sea level gradient on the shelf.
barotropic pressure gradient and westward flow in the late fall/early winter, which resulted from the wind driven current. While at synoptic timescales (i.e., days to weeks), Dzwonkowski and Park (2012) observed a relationship in the variability of coastal sea level and variability of wind as it transitions back and forth between upwelling favorable and downwelling favorable. However, their study was limited to coastal sea level measurements with no consideration of the sea level over the broader shelf. Valle-Levinson and Martin (2020) used coastal sea level measurements to determine the solar and lunar contributions to sea level variability at interannual time scales along the coastal region of the nGOM.

Several techniques are available for sea level measurements, each with their own strengths and weaknesses. In coastal regions, sea level is measured using a variety of instrumentation, most of which measure sea level relative to land. These instruments are installed on relatively stable platforms like piers. However, they provide measurements mostly near-shore, at single points and are not evenly distributed. Offshore sea level can be measured using bottom-mounted pressure sensors (with a correction for atmospheric pressure) and/or Global Navigation Satellite System (GNSS) installed on buoys (Bisnath et al., 2004; Nwankwo et al., 2019). Sea level observations utilizing GNSS receivers on buoys can be approximated to be from a single point like in coastal tide gauges and staffs and provide absolute (e.g., geodetic) sea level measurements. Sea level observations from these single point stations (tide gauges and buoys) are usually at high temporal resolutions (seconds-hours intervals) (Nwankwo et al., 2019).

Estimates of coastal and offshore sea level heights and anomalies can also be estimated from satellite altimetry data and numerical models. Along-track Jason and Topex/Poseidon data are at 7 km intervals, having maximum track spacing of about 300 km and temporal resolution of 10-day. Along-track satellite altimetry data are interpolated to generate sea level data on a regular spatial grid (Ohlmann et al., 2001). In the case of gridded altimetry data, the spatial resolutions are large (Chavanne & Klein, 2010) for instance, 30 km × 30 km (Roesler et al., 2013).

Though satellite altimeters are able to provide estimates of wide areas of absolute sea level (at poor temporal and spatial resolutions), they perform poorly during heavy-rain events (>12 mm hr⁻¹), under low and complex winds and in the presence of surface slicks patches due to calm surfaces (Quarty et al., 1998; Roesler et al., 2013; Tournadre et al., 2006). Chelton et al. (2001) enumerated various drifts and calibrations required for satellite altimetry data. For instance, the measurement system drift is calibrated using tide gauges. Christensen et al. (1994) argued that the drift in satellite altimeter measurements system results from the in-situ tide gauges used in the calibration noting that the tide gauges are vulnerable to subsidence or uplift due to isostatic rebound. Chelton et al. (2001) proposed the use of Global Positioning System (GPS) buoys for calibrating the altimeter measurement system. However, the technique is expensive as it requires the deployment as well as maintenance of several GPS buoys along the tracks of the altimeters. Additionally, the integrity of the geophysical corrections applied to altimeter data degrades in the shelf region because shoaling of bathymetry induces more variability in physical processes such as tides (Andersen & Scharroo, 2011). Furthermore, satellite altimeter waveforms are not reliable when the foot print of satellite altimeter such as Jason-2 is closer than 25 km to the coast (Roesler et al., 2013). Rudnick et al. (2014) noted that numerical models such as the Princeton Ocean Model assimilates sea level data from satellite altimetry data. As such, coastal sea level outputs from such models could be degraded when poor quality satellite altimeter data are assimilated. Therefore, there is need for adequate in-situ sea level data on the continental shelf and coastal regions.

A potential alternative to satellite altimetry based measurement of sea level anomalies over shelf regions is using sea level estimates based on currents derived from high frequency radar (HFR). Differential sea level anomalies can be estimated using surface currents data derived from HFR but they do not have an absolute reference like in satellite altimetry. Roesler et al. (2013) used such a method to investigate the validity of different satellite altimetry retrackers (models used to determine the offset of echoes in order to estimate satellite range above the sea surface) close to the coast of California. The same method was also used by Chavanne and Klein (2010) to confirm that sub-mesoscale processes were present in satellite altimetry along-track data.

Given the successes of these previous studies in using HFR to estimate sea level anomalies as well as the limited scope of the previous circulation studies in this region, this paper seeks to improve the understanding of the subinertial sea level anomalies on the shelf of the MBS. In this context, without an ability to absolutely reference sea level derived from surface velocities, sea level anomalies are computed at each observation time from the spatial averaged derived sea level. Note that from one observation time to another the anomalies are, in general, with
respect to a different mean value. This is the first study to use HFR to conduct a large-scale sea level anomalies analysis in the MSB. While the idea of using HFR surface current data to estimate sea level anomalies is not new, a novel technique involving the Least Squares adjustment was adopted in estimating the anomalies in sea level. Diagnostic analysis of the terms in the momentum equation was conducted to investigate if the subinertial MSB sea level anomalies were mainly due to geostrophically balanced currents. Dominant modes in the estimated subinertial sea level anomalies were analyzed using empirical orthogonal functions. Subinertial sea level anomalies are hereinafter referred to as sea level anomalies. Details of the data used and the various data processing techniques applied are discussed in Section 2. The following data analyses were presented in Section 3: spectral analysis of filtered and unfiltered currents, diagnostics of the terms in the momentum equation, extraction of sea level using Least Squares technique and estimation EOF of the sea level anomalies. Results of the momentum equation diagnostics, estimated HFR sea level anomalies, comparisons of the HFR sea level anomalies to the sea level anomalies determined from other sources (coastal sea level gauges, offshore buoy and satellite altimeter) and the HFR sea level anomalies EOF modes were presented in Section 4. In Section 5, the results of the analysis are discussed and conclusions from the study are summarized in Section 6.

2. Data and Data Processing

2.1. HFR Data

In general, HFR systems are broadly divided based on the antenna configuration (direction finding and phase-array) and the processes involved in estimating surface currents using both systems are similar and were discussed in Paduan and Graber (1997). Summarily, it involves the transmission of vertically polarized HF radio signal, backscatter of the signal by Bragg waves (waves satisfying the Bragg condition: wavelengths are half the wavelength of the transmitted signal) and reception of the signals backscattered toward the antenna. The system then estimates range to the scattering waves, bearing of the received signals, signal-to-noise ratio of the signals and Doppler shift (Teague et al., 1997). The estimated Doppler shift corresponds to the Doppler Effect due to the ambient ocean currents and Bragg waves. By eliminating the Doppler Effect due to the Bragg waves, known from the deep water wave dispersion relation, the remainder of the Doppler shift is due to the ambient ocean currents. The remaining Doppler shift is multiplied by the wavelength of the Bragg wave resulting in radial surface currents toward or away from the radar. The effective water column depth of the estimated radial surface currents depends on the wavelength of the HFR signal (Stewart & Joy, 1974) and the current profile below the surface. Because a single HFR only gives information on the component of currents moving toward or away from a given range cell ("radials"), the total velocities of the surface current are determined by combining the estimated radial currents at angular intersection greater than 30° but less than 150° from at least two neighboring HFR stations (Paduan & Graber, 1997).

The Central Gulf of Mexico Ocean Observing System (CenGOOS) at the University of Southern Mississippi (USM) is a part of the Gulf of Mexico Coastal Ocean Observing System (GCOOS). CenGOOS uses CODAR Seasonde systems which are long (5 MHz) and short (25 MHz) range HFRs in the northern Gulf of Mexico. The emphasis of this study is the domain covered by the long range HFR having 1-hr temporal resolution and a spatial resolution of ~6 km (Figure 1). The radial data generated from these long range HFR stations corresponds to currents of the surface water column of an effective depth of ~2 m (Stewart & Joy, 1974).

The HFR data have gaps for various reasons. For example, if tropical storm force winds are forecasted to strike a station within 72 hr, the station is removed and this disrupts surface current observation as noted in Nwankwo et al. (2020) for the analysis of Hurricane Nate. Furthermore, calm seas have few waves to backscatter transmitted signals (Liu et al., 2010). System malfunctions at the HFR stations also disrupts observations and there are limited number of stations in the MSB as shown in Figure 1. Some of these issues can be significantly reduced by having redundant HFR stations as found on the California shelf (Roesler et al., 2013). Despite the limitations of the HFR network in the MSB, extensive data has been collected over the MSB region.

Surface velocity vectors are generated using the estimated surface current radials. This process was conducted using the MATLAB programs (hfrprogs toolbox) available from the Radio Operators Working Group (ROWG). Various efforts have been made to quality control the data associated with this network. Velocity uncertainties included the Geometric Dilution of Precision (GDOP) are computed from the angle of intersection of surface current radials used to estimate total surface current vectors. While Hode (2019) eliminated velocity data whose
uncertainties that were greater than 0.05 m/s, this constraint was relaxed depending on the situation as velocities whose uncertainties that were less than 0.2 m/s were accepted for hurricane periods. Using a 0.05 m/s constraint resulted in prohibitively large data gaps. As a result of this, 0.1 m/s constraint was adopted as a trade-off between accuracy and data availability. It should be noted that this was still a conservative choice as higher HFR data uncertainties have been reported in other studies (Chapman & Graber, 1997; Yoshikawa et al., 2006). After evaluating the data over the life time of the network, the period of 1 February 2016 to 30 November 2019 was selected for the analyses in this study.

Surface current data availability varied with space and time. Color plot in Figure 1 showed that the percentage of the surface current data was highest in the mid-region of the three HFR stations as it is the region where the signals from the three HFR stations had a 100% overlap. However, the percentage of data availability declined away from this region due to lack of redundancy in HFR coverage. In cases where data were available in at least three data points that are one grid step in space and time from a missing data point, nearest neighbor averaging interpolation technique was used to fill the missing data point. Other data gaps were interpolated using a Gauss-Markov estimator (Appendix section A) which is a statistical technique similar to the interpolation technique applied in Cho et al. (1998). However, in cases of insufficient data or lack of data around a data gap to build an adequate statistic, the data gap interpolations were ignored. Insufficiency or lack of data was mostly due to system removal or malfunction.

2.2. Satellite Altimetry Data

Sentinel 3A (S3A) and 3B (S3B) along-track sea surface height anomaly (SSHA) data were used in this study. The following corrections had been applied to the datasets: long wavelength error, ocean tide and dynamic atmospheric forcing (Mertz et al., 2017). S3A along-track data that were investigated spanned from February 2016 to November 2019 while S3B along-track data spanned a shorter period from December 2018 to November 2019 given that the S3B satellite was launched 2 years (2018) after the launching of S3A satellite. The SSHA from the S3 along-track data was used because it has a better spatial resolution (~7 km) compared to the gridded satellite altimeter products. Unlike other satellite altimeter missions such as Topex/Poseidon and Jason, S3 estimates sea surface height in the synthetic aperture radar mode and it provides more reliable results in coastal regions (Bonnefond et al., 2018). Tracks 93 and 308 of the orbits of both S3 satellites pass the HFR domain in the north-south orientation (Figure 1) each with a repeat period of 27 days thereby ensuring at least monthly data availability over the HFR domain for each track. Both tracks (93 and 308) have an interval of 7 days and track 93 of S3A lags track 93 of S3B by 17 days as well as for track 308.

2.3. Sea Level Gauge Data

Regional coastal and offshore sea level data were analyzed for this study. The coastal station used in this study was the National Oceanic and Atmospheric Administration (NOAA) National Sea level Observation Network (NWLon) gauge (8735180) at Dauphin Island, Alabama. The sea level sampling data interval at the gauge is 6 min. Sea level data, downloaded from the coastal station was with respect to the station gauge zero. In addition to the sea level data, atmospheric pressure data were also downloaded from the station so as to correct for inverted barometric effect. Unlike in the sea level data, there were several months of data gaps in the atmospheric pressure data. Some of the data gaps were filled with data from a nearby meteorological station (8734673) at National Data Buoy Center (NDBC) Fort Morgan, Alabama.

Offshore sea level data was from a buoy deployed by USM at the 20 m isobath on the Mississippi shelf. Several sensors were installed on the buoy and they include but are not limited to a Trimble NetRS GNSS receiver and antenna. Sensors on the buoy were operational until the eye of Hurricane Nate in 2017 passed at ~40 km to the west of buoy. However, the GNSS sensor survived the hurricane and remained operational until the buoy was retrieved. Sea level data obtained using the ellipsoidal height from the GNSS antenna were referenced to the North American Datum 1983, National Adjustment 2011 (NAD83(2011)). The data had been used to estimate the storm surge at the buoy location in comparison to that at a coastal sea level gauge (Nwankwo et al., 2020). Hence, the buoy data was considered viable in estimating MSB sea level anomalies. Atmospheric pressure data from the closest NOAA station (8735180 at Dauphin Island) was used for correcting for inverted barometric effect at the buoy location.
2.4. Wind Data

Given that wind influences the currents in the MSB, local wind data of the same time period as the surface current data were analyzed. There were inconsistencies in wind data sampling intervals on the various stations; at some stations (dpi1h and 42039) the wind data were at 1-hr intervals while at the other stations (42012h and 42040h), the data were at 1-hr intervals in some periods and at 10-min intervals in other periods. At the stations where the wind data were at 10-min intervals, they were subsampled to 1-hr intervals by averaging 1-hr data about the hour mark. An optimal wind data was estimated using the various wind data (Appendix Section B). Gaps in the optimal wind were interpolated using a method similar to (Dzwonkowski et al., 2009; Liu & Weisberg, 2007).

3. Data Analysis

3.1. Time Averaging and Power Spectra (Temporal Spectral Analysis)

An adequate filtering technique was required to extract the subinertial components from the surface currents, coastal and buoy water level and atmospheric pressure data. A second order Butterworth filter, which eliminates phases shift by filtering in the forward and backward directions, was adopted. Considering the presence of data gaps, the filter was applied to only available data that were continuous in time intervals.

The decision on the temporal averaging period used in the low pass filter was dependent on the near-inertial frequency of the MSB as well as spatial scales. Processes whose spatial scales are smaller than the internal Rossby Radius of Deformation (RRD) in the MSB and at the same time have frequencies which are higher than the MSB inertial frequency are not influenced by the Coriolis force (Cushman-Roisin & Beckers, 2002). Chelton et al. (1998) while accounting for stratification, earth rotation and water depth estimated the internal RRD for the GOM to be ~40 km while also noting that the RRD varies by <10 km. MSB is in the vicinity of the critical latitude (30°N) which makes inertial period to coincide with diurnal period. Cushman-Roisin and Beckers (2002) suggested that in estimating temporal averages, the averaging period should be at least over the period of the processes which are of interest, adequate for obtaining statistical mean but short enough so that the evolution of the processes of interest should be captured. A cut-off period of 2 days was adopted to low-pass filter the surface currents on all the grid points resulting in the low frequency subinertial surface currents (Chavanne & Klein, 2010; Liu & Weisberg, 2007). This thereby eliminates HF processes like semidiurnal and diurnal tides and inertial motions as noted by Roesler et al. (2013).

The same filtering technique was applied to both coastal and buoy sea level and atmospheric pressure data. The resulting subinertial coastal and buoy sea level data were subsequently corrected for inverted barometric effect using the corresponding subinertial air pressure data and adopting the formula in Pugh and Philip (2004). Considering that the sea level from the coastal and buoy stations had different references, the temporal means of the individual subinertial sea level were subtracted from each corresponding subinertial sea level to estimate anomalies similar to Rudnick et al. (2014).

Spectral analysis was conducted to investigate the efficacy of the Butterworth filter in reducing HF energies. Figure S1 in Supporting Information S1 displays the spatially averaged total spectra computed from ~50% of the velocity grid points corresponding to continuous data availability in both the raw and filtered data spanning from 10 October 2016 to 10 December 2016. The time frame was chosen because it was the longest window of continuous data in time. The reported frequencies are from the first frequency bin to the Nyquist frequency bin. The zeroth frequency bin was not present because the time mean was removed in the pre-whitening process. Uncertainties in the computed mean spectrum for the respective frequency bins are shown by standard deviation error bars. The spectra show that the filter mitigates the energies of HF signals while preserving the energies in low frequency signals; observe the divergence in the raw and filtered spectral at scales less than the subinertial scale.

3.2. Momentum Equation Terms Diagnostics

The momentum equations are used to diagnose ocean dynamics. Magnitudes of the terms in the equations can vary depending on the temporal and spatial scales of processes under consideration. Through the diagnostics of the terms in the momentum equation, the relative significance of the individual terms in the equations is estimated. For this study, the data available for the diagnostics of the terms includes the subinertial surface current velocities and the corresponding velocity anomalies as well as the wind data. Different version of the primitive
momentum equations were used in the diagnostics of terms. In Madec et al. (1998), the advective terms in the primitive momentum equations were replaced by the sum of the Lamb vector and the gradient of kinetic energy resulting in the invariant form of the momentum equations. Ohlmann et al. (2001), neglected the time derivative term in the invariant form of the Reynolds’ averaged momentum equations they presented where the gradient of kinetic energy and Lamb vector terms produced pair of “mean/subinertial” and “turbulent” terms. In their equation, the Lamb vector involved only the z-component of relative vorticity. By restoring the time derivative term, the resulting equation (Equation 1) was adopted to investigate the contribution of different terms to subinertial sea level. Hereinafter the terms involving the z-component of relative vorticity will referred to as vorticity terms.

\[
\frac{\partial \mathbf{u}}{\partial t} + (\vec{\xi} + f) \mathbf{k} \times \mathbf{u} + \mathbf{k} \times (\overline{\xi u'}) = -\nabla (g \bar{\eta} + \frac{1}{2} \mathbf{u}' \cdot \mathbf{u}' + \frac{1}{2} \mathbf{u} \cdot \mathbf{u}) + \frac{\partial \sigma}{\partial z} \tag{1}
\]

where \(\mathbf{u}\) corresponds to the horizontal velocity of subinertial surface currents, \(u'\) is horizontal perturbation velocity estimated from the differences between the velocity of the unfiltered and subinertial surface currents, \(\vec{\xi}\) is the vertical component of relative vorticity estimated using the subinertial currents \(\xi = \left(\frac{\partial u}{\partial x} - \frac{\partial v}{\partial y}\right)\), \(\xi'\) is perturbation of the vertical component of relative vorticity estimated using the perturbation velocity \(\xi' = \left(\frac{\partial u'}{\partial x} - \frac{\partial v'}{\partial y}\right)\), \(f\) is the Coriolis parameter, \(\bar{\eta}\) is subinertial sea level anomalies, \(g\) is gravity acceleration, \(\frac{\partial \sigma}{\partial z}\) is the most important part of the divergence of turbulent viscous stresses in the upper boundary layer, \(\mathbf{k}\) is the vertical unit vector and \(\times\) denotes the vector (cross) product. Hereinafter \(x\) and \(y\) momentum equations will be referred to as along-shelf and across-shelf momentum equations, respectively and they correspond to the east-west and north-south orientations, respectively, using similar conventions as Dzwonkowski and Park (2012). Terms with overbars involving the product of perturbations such as \(\overline{\xi u'}\) were filtered using the same technique as the filtering of the surface currents.

Several assumptions were made in (Equation 1). Perturbation velocity components were obtained based on the assumption that the 2-day filtering of velocity obeys the Reynolds axioms. The divergence of turbulent viscous stress was approximated by the quotient of wind stresses and the boundary layer depth estimate. Furthermore, as it is commonly assumed in boundary layer consideration (Bretherton, 2002), the terms representing divergence of the Reynolds fluxes accounted only for the vertical shear of horizontal velocity. Other assumptions includes f-plane, Boussinesq and Hydrostatic approximations. Under the hydrostatic approximation, the baroclinic effect enters the momentum equations in the horizontal component of momentum via horizontal pressure gradient. Since the equations are written for a very thin upper layer of the ocean, the effects of density anomaly on pressure are negligible. There was no separation of the flow into barotropic and baroclinic components. Similar approach was adopted in Chavanne and Klein (2010) to estimate sea level changes.

Besides the sea level gradient term, each term in Equation (1) can be estimated with the available data. Using the subinertial surface currents, the time derivative, mean vertical component of relative vorticity and gradient of mean kinetic energy terms were computed. The perturbation of the vertical component of relative vorticity and kinetic energy of perturbation were computed using the residual in the difference between the original and subinertial surface currents. The wind data was used to estimate wind stress at the surface using Large and Pond (1981) formula which resulted in the kinematic wind stress.

The geostrophically balanced dynamics of the subinertial flow in the MSB assumes that the leading terms in Equation (1) are the Coriolis acceleration and the pressure gradient force due to the slope of the sea level as shown in Equation (2):

\[
f \mathbf{k} \times \mathbf{u} = -g \nabla \eta \tag{2}
\]

where \(f\) is the Coriolis parameter, \(\mathbf{u}\) is the geostrophic velocity vector, \(\nabla \eta\) is the sea level gradient and \(g\) is the gravity acceleration. Conventionally, it is assumed that for this balance to hold in the MSB, the Rossby number \(R_o\) (ratio of relative vorticity and Coriolis parameter Chavanne & Klein, 2010) must be less than 0.1 (Kim, 2010). \(R_o < 0.1\), indicating that the Coriolis term in Equation (1) is the dominant term given that the advective time scale defines the scale of the time derivative term. Furthermore, the spatial scales of the dominant currents must be greater than the internal RRD. Although the spatial scale of the study region is greater than
the MSB internal RRD value (40 ± 10 km) that did not guarantee that Equation (2) adequately represented the dynamics that results in anomalies in sea level in the MSB.

3.3. Estimates of Sea Level and Sea Level Anomalies

To investigate if Equation (2) represented the dynamics that results in the MSB sea level anomalies, a Least Squares adjustment technique was implemented to estimate sea level fields at each observation time, minimizing the squared residual in Equation (2). Note that these sea level estimates are indeterminate to a reference level. For a two-dimensional velocity vector field, the \( u \) and \( v \) components can be rewritten using two scalar functions: stream function and potential, describing the rotational (non-divergent) and potential parts of the velocity field, respectively. Sea level estimated using the geostrophic approximation Equation (2) corresponded to the non-divergent part of the subinertial surface currents. The reconstructed sea level minimizes the cost function (Equation (3)) using a Quasi-Newton with a Limited-Memory Broyden–Fletcher–Goldfarb–Shanno (LBFGS), optimization algorithm

\[
J = 0.5 \sum W_1(g \nabla \eta + \mathbf{U})^2 + 0.5 \sum W_2(\Delta \eta)^2
\]

where \( J \) is comprised of two terms: a “data term”, where \( g \nabla \eta \) is the finite-difference approximation of the pressure gradient, and \( \mathbf{U} \) is the left hand side of Equation (2) and a smoothness term, where \( \Delta \eta \) is the finite-difference Laplacian of the sea level. The summation goes over all grid points where \( \mathbf{U} \) is available for the first term of the cost function and over all grid points where Laplacian of the sea level is computed. The smoothness term is introduced to penalize grid-scale sea level variations and to produce a smooth interpolation of sea level to the regions where data gaps were present. The data term weight \( W_1 \) and the smoothness term weight \( W_2 \) are represented by diagonal matrices. The diagonal weight matrices \( W_1 \) and \( W_2 \) in Equation (3) were defined using a deterministic procedure. \( W_1 \) was initially set to be a unit matrix. Using this matrix, the cost function was evaluated for the flat sea level field and the resulting cost function value with units \( \left( \frac{m}{s^2} \right)^2 \) was used to normalize \( W_1 \). This normalization did not affect the result of the optimization because the cost function is defined up to an arbitrary multiplicative factor. \( W_2 \) was also initialized as a unit matrix scaled with the ratio of the nominal value for the first term of the cost function and the second term of the cost function evaluated for an analytical grid scale oscillating field. As such, the units of \( W_2 \) were inverse of the units of the squared Laplacian term which automatically makes the second term of the cost function unitless. This initial scaling did not mitigate small-scale features in the estimated sea level. The optimal weight of the smoothing term was determined by conducting a set of Least Squares experiments with a range of weights of the smoothness term. Real data were used in the experiments. At the end of each experiment, the first and second terms of the cost function were determined. Both the first and second terms of the cost function increased as the weight of \( W_2 \) increased. The optimal weight \( W_2 \) corresponded to the Least Squares fit where small-scale sea level features were filtered while the increase of the first term of the cost function was less than 10% of the first term of the cost function value for \( W_2 \) equal zero.

The above Least Squares technique of estimating sea level differ from the Optimal Interpolation technique adopted in Roesler et al. (2013). While the Optimal Interpolation technique is a statistical approach and requires prior knowledge of data and background error covariances, the Least Square technique is a deterministic approach and does not require prior knowledge of the error covariances. Roesler et al. (2013), applied an amplification factor to their optimal interpolation estimated HFR SSHA to correspond to satellite altimeter SSHA. This amplification factor was not required in the HFR SSHA estimated in this study.

Before the application of the Least Squares technique, the technique was used to reconstruct an analytical sea level field using an analytical velocity field while considering cases of data gaps in the current data. Due to the indeterminacy of the reconstruction sea level to reference level, an anomaly field with respect to the spatial mean was computed for both the reconstructed and analytical sea level fields for comparison. The accuracy of the reconstructed field (norm of the difference between the reconstructed anomalies in sea level and the analytical sea level anomalies) was at the millimeter level when 30% of data were present in the analytical current field. It was much smaller than 1 mm when 0% of data gap was considered.

Sea level was only reconstructed if gaps in the domain were less than 25% of the total data points to ensure that sufficient amount of data were available for estimating sea level anomalies across the domain. For all estimated
sea level, the spatial mean across the domain was subtracted so that the anomalies had a zero spatial mean. Hereafter, we will refer to the reconstructed sea level anomalies as HFR SSHA.

Uncertainties in the geostrophic HFR SSHA were determined using an ensemble approach. This approach involves random perturbation of observations to generate ensembles of data realizations. An ensemble approach was adopted in several studies for estimation of background error covariance models (e.g., Pereira & Berre, 2006; Zagar et al., 2004). Errors in the radial surface currents data were assumed to be uncorrelated. For each radial data used to generate surface current vectors, an ensemble of realizations was randomly generated using random normal numbers with zero mean and standard deviation was assigned the value of the error corresponding to the radial data. All the procedures undertaken to arrive at HFR SSHA were repeated for all the simulated realizations of data. Ensemble mean and standard deviations were computed to estimate the HFR SSHA uncertainties for each grid point. The maximum estimated standard deviation (0.01 m) was adopted as the geostrophic HFR SSHA uncertainty and it was more pronounced near the boundary of the domain where there are the most data gaps (Figure 1).

3.4. Empirical Orthogonal Functions

Spatial and temporal patterns in the estimated HFR SSHA using Equation (3) were analyzed using EOF. The field of SSHA was setup to correspond to the S-mode analyses which involves the re-arrangement of the sea level data into a 2-dimensional matrix where the columns of the matrix correspond to the geodetic positions of the domain grid points while the rows correspond to time (Björnsson et al., 1997). Temporal means of each column were removed and the result was used to form a covariance matrix. The eigenvectors (empirical modes) of the covariance matrix corresponding to the two largest eigenvalues were extracted. Evolution of the various empirical modes was determined through the resulting principal component.

4. Results

4.1. Momentum Equation Terms Diagnostics

For quantitative analysis of the applicability of Equation (1) in the MSB the terms in Equation (1) were evaluated for every internal grid point of the domain. Statistical analysis of each term from the results of the diagnostics was computed over the entire time series. The statistics comprised of the mean and standard deviation values of the individual terms corresponding to the along-shelf and across-shelf momentum equations across the domain (supporting document S2, S3, S6, and S74). Table 1 was used to summarize these results by representing the statistics of the various terms over the entire time and space.

The relative importance of the individual terms in the along-shelf momentum equation were determined from the mean and standard deviation of the terms as shown in Table 1 and Figure S2 in Supporting Information S1. Note that the red line (zero contour) on the plots shows the transition from positive to negative values. Absolute values of the mean for individual terms were considered to focus on their magnitudes. The magnitude of the Coriolis term was the greatest and it was also the most variable among the terms, while the magnitude of the time partial derivative term as well as the term involving the mean relative vorticity were the smallest. The spatial structure of the mean of the Coriolis term (Figure S2 in Supporting Information S1) shows that it becomes smaller toward the shore, which was an indication that the v velocity component reduced toward shore. A similar trend was observed in the partial time derivative term. In the case of the gradient of the mean kinetic energy, there is a distinct spatial trend as peak values were observed in the southern and northeastern regions. These indicated regions of significant low frequency processes. Unlike the gradient of the mean kinetic energy, the spatial structure in the gradient turbulent kinetic energy did not exhibit a clear pattern. Also, the spatial pattern of the mean of the terms involving the mean and turbulent vorticity did not exhibit a clear pattern. Based on the standard deviations of the individual terms, the least and most variable terms are the terms involving the turbulent vorticity and the Coriolis term, respectively. Regions of highest variability for the Coriolis term are the north and southeast. Unlike the Coriolis term, the other terms were most variable in the north-western part of the region.

The structure of the spatial mean and standard deviations of the terms in the across-shelf momentum had some similarities and differences when compared to those from the along-shelf momentum. Similar to the along-shelf momentum equation, the magnitude of the mean Coriolis term was the largest as well as the most variable. Additionally, the gradient of the turbulent kinetic energy term was also the least variable as in the along-shelf momentum equation. Besides the partial time derivative term whose variability also increased toward the southeast, the
spatial structure of the standard deviation of all the terms showed that the variability in the terms increased toward the northwest. Unlike the along-shelf momentum equation, the term with the least magnitude was the stress term. Considering the spatial structure of the mean of the terms (Figure S4 in Supporting Information S1), the Coriolis term decreased from the north toward the south of the domain. A similar structure was observed in the time derivative term. The gradient in mean kinetic energy showed an unexpected structure as it decreased from the north and south and toward the center of the domain. The mean of the gradient of the turbulent kinetic energy showed a different pattern that increased toward the north and southeast regions. Both spatial structures of the terms involving the mean and turbulent vorticity showed that the mean of the terms increased toward the west.

The importance of non-linear terms with respect to the Coriolis term was further determined from the computation of $R_o$. From the computations, the number of cases for which $R_o > 0.1$ was $<$1% of the total number of computations in space and time (17125919) in both the along-shelf and across-shelf momentum. This implies that the geostrophic balance Equation (1) can be considered as the dominant dynamical balance in the MSB for surface velocity.

### 4.2. Variability in the Vertical Range of MSB Sea Level Anomalies

Over the study period, the spatial variation in the vertical range in the reconstructed sea level anomalies was between 0.01 and 0.50 m. The minimum spatial range occurred on 17 November 2016 while the maximum spatial range was on 10 October 2018. A spatial range of 0.50 m is not typical for the region as the mean spatial range was estimated to be $0.12 \pm 0.06$ m, however because of mesoscale features such as eddies, which sporadically approach the region (e.g., Ohlmann et al., 2001, Plate 4a), larger ranges can occur.

### 4.3. Validation of MSB Sea Level Anomalies

The S3 SSHA data was adopted to check the fidelity of the Least Squares technique in estimating sea level anomalies. Using the cost function, anomalies in sea level were estimated from the raw hourly surface currents data.

---

**Table 1**

Mean and Standard of the Along-Shelf and Across-Shelf Momentum Components Computed in Time at Each Grid Point and the Variability Across the HFR Domain of Each Statistic Is Given by the Corresponding ± Standard Deviation

<table>
<thead>
<tr>
<th>Terms</th>
<th>Mean (Units: $10^{-7}$ m$^{-2}$ s$^{-1}$)</th>
<th>Standard deviation (Units: $10^{-7}$ m$^{-2}$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Along-shelf Momentum Components</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partial time derivative of velocity</td>
<td>$\frac{\partial}{\partial t}u$</td>
<td>$0.0 \pm 0.1$</td>
</tr>
<tr>
<td>Mean vorticity</td>
<td>$-\frac{\xi}{\partial y}$</td>
<td>$-0.0 \pm 0.7$</td>
</tr>
<tr>
<td>Coriolis</td>
<td>$-f\bar{v}$</td>
<td>$14.3 \pm 7.1$</td>
</tr>
<tr>
<td>Turbulent vorticity</td>
<td>$-\frac{\partial^2}{\partial x^2}u^*$</td>
<td>$0.5 \pm 0.7$</td>
</tr>
<tr>
<td>Gradient of turbulent kinetic energy</td>
<td>$\frac{1}{2}\frac{\partial u^*}{\partial z}$</td>
<td>$-0.3 \pm 1.2$</td>
</tr>
<tr>
<td>Gradient of the mean kinetic energy</td>
<td>$\frac{1}{2}\frac{\partial u}{\partial z}$</td>
<td>$-0.5 \pm 1.3$</td>
</tr>
<tr>
<td>Divergence of stress tensor</td>
<td>$\frac{\partial^2}{\partial y^2}u^*$</td>
<td>$8.5$</td>
</tr>
<tr>
<td><strong>Across-shelf momentum components</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partial time derivative of velocity</td>
<td>$\frac{\partial}{\partial t}v$</td>
<td>$0.0 \pm 0.1$</td>
</tr>
<tr>
<td>Mean vorticity</td>
<td>$-\frac{\xi}{\partial x}$</td>
<td>$1.0 \pm 2.0$</td>
</tr>
<tr>
<td>Coriolis</td>
<td>$fu$</td>
<td>$5.5 \pm 16.4$</td>
</tr>
<tr>
<td>Turbulent vorticity</td>
<td>$\frac{\xi}{\partial x}u^*$</td>
<td>$1.3 \pm 1.5$</td>
</tr>
<tr>
<td>Gradient of turbulent kinetic energy</td>
<td>$\frac{1}{2}\frac{\partial u^*}{\partial y}$</td>
<td>$-0.7 \pm 1.1$</td>
</tr>
<tr>
<td>Gradient of the mean kinetic energy</td>
<td>$\frac{1}{2}\frac{\partial u}{\partial y}$</td>
<td>$-0.4 \pm 1.3$</td>
</tr>
<tr>
<td>Divergence of stress tensor</td>
<td>$\frac{\partial^2}{\partial y^2}u$</td>
<td>$-0.1$</td>
</tr>
</tbody>
</table>
using the invariant form of the momentum equation, which is similar to Equation (1) but ignoring the perturbation terms. As speculated in Roesler et al. (2013), the resulting HFR SSHA was expected to be relatively comparable to the SSHA from S3 as both have the contributions of HF signals. While both datasets are comparable, there were still some differences present. S3 SSHA are instantaneous observations while the hourly surface current products from HFR are hourly mean over the hour mark (http://www.codar.com/intro_hf_currentmap.shtml). The hourly HFR surface currents contain the contributions of tidal currents while ocean tides were eliminated in the S3 SSHA using models, which may or may not accurately remove the contributions of ocean tides in the study area. There is an unknown bias in the differential sea level anomalies estimated using the cost function but it is not present in the S3 data. Therefore, for each satellite pass, the along-track mean of the S3 SSHA data was subtracted to reduce the SSHA to a zero reference. The estimated HFR SSHA from the raw and filtered surface current data were interpolated on the grid points of the S3 tracks and the spatial mean corresponding to the individual interpolated HFR SSHA were removed to also reduce the sea level anomalies to a zero reference.

Plots of 86 corresponding HFR and S3 SSHAs are shown in Figure S10 in Supporting Information S1 but few instances are shown in Figure 2. A notable difference between S3 and HFR SSHAs is the presence of grid scale oscillations in S3 SSHA (Figure 2). The spatial resolution of the HFR estimated currents (6 km) is similar to the along-track altimeter sea level resolution. However, the process of estimating sea level from currents is an integrative process and acts as a low-pass filter. The high wavenumber (grid scale) oscillations in the along-track altimeter data were also reported in (Chavanne & Klein, 2010; Roesler et al., 2013). This contributed to the root mean square differences (rmsd) between the S3 and the HFR SSHAs estimated from raw HFR surface currents ranging from 0.00 to 0.09 m. Accounting for the errors in S3 SSHA (3.4 cm) and HFR SSHA estimated from raw surface currents (2 cm), 64% of the computed rmsd were within the error budget of 4 cm (Figure 3a) and some instances are shown in Figures 2a–2c. A similar result was obtained when the HFR SSHA estimated using geostrophic approximation was compared to S3 SSHA for an error budget of 3.5 cm (Figure 3b). This suggests an encouraging result regarding the prospect of using the Least Squares technique in estimating anomalies in sea level. Furthermore, the result is in line with Chavanne and Klein (2010) who had previously noted an agreement between the two products (HFR SSHA estimated using raw and subinertial surface currents and satellite altimeter SSHA) but in the open ocean region where satellite altimeter data are more reliable. However, there were cases when both S3 and HFR SSHAs were out of phase (Figures 2d and 2f) and it was not surprising based on the differences in the two datasets that were previously enumerated as such, contributing to rmsd larger than the
respective error budgets. Moreover, it is not unique to this study as Roesler et al. (2013) reported instances of statistically significant negative correlations in their study even after smoothing the open ocean satellite altimeter data to enhance its agreement with the HFR SSHA. Figure 2e is an instance when the rmsd was large due to the divergence of only three offshore points but there was agreement in the reminder of the points which further suggests that the differential sea level anomalies reconstructed using the Least Squares technique are reasonable.

We also compared the sea level temporal anomalies of the coastal gauge and the buoy to investigate the validity of the buoy datasets. This was done because, unlike the coastal gauge, the buoy was not stationary relative to the land. Both sea level stations were ~60 km apart. Figure 4a, shows that the magnitude of the sea level temporal anomalies at the coastal station was not always greater than the magnitude of the anomalies observed at the offshore buoy. For instance, a higher sea level anomaly observed at the buoy in October was due to Hurricane Nate as it approached the nGOM west of the buoy. Besides the contribution of the hurricane, we expected the amplitude of the sea level temporal anomalies at the coastal station to be higher, based on the influence of shoaling bathymetry on sea level amplitude (Woodworth et al., 2019). Considering that both stations were not co-located, we also expected a phase lag between the sea level temporal anomalies at the two locations. There was rather no pronounced phase lag in the sea level anomalies between the two stations. Considering a significant correlation coefficient of 0.94 at 95% confidence level between the two time series, it was safe to assume that the sea level temporal anomalies at the offshore buoy could serve as a check to the HFR SSHA.

HFR SSHA estimated from the geostrophic equation was compared with the buoy sea level temporal anomalies. Both time series were not of the same nature considering that the HFR SSHAs were with respect to a zero spatial mean while the buoy anomalies were with respect to a temporal mean. Irrespective of the different nature of the SSHA time series, we still compared the two. Firstly, a new HFR SSHA time series was generated from the centered spatial average of four HFR SSHA grid points in the vicinity of the buoy where the center of the average region was ~20 km from the buoy location. Secondly, the temporal mean of the resulting HFR SSHA time series was computed. By subtracting the temporal mean of the HFR SSHA, it became slightly more consistent with the buoy sea level temporal anomalies. We did not anticipate high correlations coefficients between the two SSHAs. It was rather surprising that the correlation coefficient and rmsd between the buoy and HFR SSHA were 0.80 ($p < 0.05$) and 0.08 m, respectively. Figure 4b further shows the similarities between these two time series as they were individually subtracted from the coastal sea level time series.
4.4. EOF Modes and Momentum Equation Terms Diagnostics

Figure 5 shows the first two empirical modes and their corresponding principal components. Both empirical modes explained 85% of the spatiotemporal variability in the HFR SSHA. The first mode accounts for 47% of the variability in the HFR SSHA while the second mode accounts for 38% of the variability. The first mode shows that SSHA in the MSB slopes down toward offshore when the principal component is positive and toward the coast when the principal component is negative. In the case of the second mode, SSHA slopes down toward the west when the principal component is positive and toward the east when the principal component is negative. In the original principal component plots for the respective modes, patterns were not obvious due to HF oscillations. They were both filtered using a window of 1 month to reveal the more energetic low frequency signals (Figure 5).

Mode 1 principal component appears to have a periodicity of about 6 months in the first year between March 2016 and February 2017; it was positive in spring and fall but negative in summer and winter. Between March 2017 and February 2018, the pattern of the principal component was similar as in the previous year except for spring season, which was partly positive and partly negative. Due to the presence of gaps, the pattern of mode 1 principal component could not be adequately determined for the period between March 2018 and February 2019. It did however show that the principal component was positive in spring and tended toward negative in the summer as in the first year. The remaining record of the principal component resembled the second year as it was partly positive and partly negative in the spring, negative in the summer and mostly positive in the fall. The maximum magnitude of the principal component was in the fall of 2019. Unlike the mode 1 principal component, there was no obvious pattern in the mode 2 principal component. The magnitude of the principal component of mode 2 was mostly less than the magnitude of mode 1 and its maximum magnitude was in fall 2019. When the two principal components are in-phase (for instance: summer 2016 and 2017), the slope of sea level will be in the northeast-southwest orientation. This orientation changes to the northwest-southeast when the principal components are about 180° out of phase (for instance: winter 2017, winter 2018, spring, summer and fall 2019).

5. Discussion

HFR data was fundamental in the analysis carried out in this study. While other studies in the MSB used depth integrated flow estimated using data from ADCP to study the circulation in the MSB, this study used surface flow estimated from HFR data to diagnose the terms in the momentum equation, estimate SSHA and the leading
modes in the SSHA variability. The major drawback in the MSB HFR long-range data was the presence of both temporal and spatial data gaps. Nearest neighbor and Gauss Markov estimator interpolation techniques were adopted in filling 67% of the data gaps. If there was redundancy in the number of HFR observing stations, it might not only mitigate data gaps resulting from system malfunction but also data gaps resulting from environmental hazards such as Hurricanes. It is believed that with redundancy in HFR observing stations, the data gaps will be negligible and could be filled using an adequate interpolation technique. Furthermore, with redundancy in the HFR stations, there will be a better quality assurance in the resulting surface currents radial and vector data.

Using the available HFR and wind data, diagnostics of the terms in the momentum equation was conducted to determine if the geostrophic balance terms were dominant at the subinertial time scales in the MSB. Results of the diagnostics showed that the Coriolis term was dominant in both the along-shelf and across-shelf momentum equations, as the $R_c < 0.1$ prevailed in the domain. Consequently, the sea level gradient terms will balance the Coriolis term implying that geostrophic balance is dominant. A similar balance was found in the across-shelf momentum equation of the West Florida Shelf by Liu and Weisberg (2005). Liu and Weisberg (2005) using depth averaged momentum equations showed that the magnitudes of the Coriolis and bottom pressure gradient terms were larger compared to the other terms in the across-shelf momentum equation, and both were significantly correlated and balanced each other. Their results further indicated that when the other terms in the across-shelf momentum equation were added to the Coriolis term, the balance with the pressure gradient term slightly improved as there was about 14% and 4% increase in correlation in the nearshore (~15 m depth) and offshore (~126 m depth). Unlike the across-shelf momentum, Liu and Weisberg (2005) noted that geostrophic balance was not dominant in the nearshore region of the along-shelf momentum. However, it would become the dominant balance from ~30 m depth toward offshore as the magnitude of the Coriolis term became dominant. Thus, the results in Liu and Weisberg (2005) were consistent with the results of our study even though our analysis were based on data from the ocean surface. Considering that the magnitude of the ageostrophic terms were insignificant and could be neglected, the dynamics in the MSB can be adequately represented by geostrophic approximation.

Figure 5. First two empirical modes of the HFR SSHA (top plots) and 1-month window box-car filtered principal components of the first two empirical modes where the various seasons were represented in the horizontal axis: winter (December–February), Spring (March–May), Summer (June–August), and Fall (September–November) (bottom plots).
The feasibility of obtaining reliable SSHA using a Least Squares technique was validated using SSHA from a satellite altimeter. Satellite altimeters provide HF (20 Hz) along-track sea level data. The data used in this study were the average of the HF data at 1 Hz. Unlike the satellite altimeter SSHA, SSHA from HFR were not from measured sea level but estimated from subinertial surface currents after the application of Least Squares technique. The interpolation of the estimated HFR SSHA along the track of the satellite and the removal of the individual along-track SSHA spatial mean resulted in consistent and relatively comparable datasets. From both products, it was deduced that the MSB SSHA amplitude along the satellite track, which is in the north-south orientation, is mostly less than 0.1 m. In more than half of the cases of corresponding S3 and HFR SSHA, the rmsd that resulted from the comparison of the HFR SSHA estimates (filtered (subinertial) and raw surface currents) to the SSHA from satellite altimeter were within the error budget of S3 SSHA. This was an indication that reliable SSHA for the MSB can be determined by applying the Least Squares technique to HFR data.

Instances of large rmsd do not necessarily invalidate the SSHA from either technique. Liu et al. (2012) acknowledged that the differences in measuring techniques and measured variables complicates the comparisons of both datasets. For instance, S3 provides instantaneous SSHA and if a trending signal in the domain is short-lived (<1 hr) and prevailed during the satellite overpass, the magnitude is preserved in the S3 data. However, the signal may not be dominant in the HFR SSHA given that the surface currents from the HFR are not instantaneous. This will result in a divergence between both S3 and HFR SSHA. Divergence between both S3 and HFR SSHA could result from unreliable SSHA. In events of high radar backscatter from the surface ocean (Sig0 > 14 dB) and high significant wave height (SWH > 3m) the reflected altimeter signals from the ocean surface are not reliable, hence this results in degraded satellite altimeter data (Roesler et al., 2013; Tournadre et al., 2006). The study by Roesler et al. (2013) casts doubts on the reliability of satellite altimeter data on the shelf due to the complexities of shelf processes compared to open ocean processes. Additionally, Liu et al. (2012) reported that the root mean square differences between the “geostrophic velocities” estimated from X-TRACK “a coastal satellite altimeter product” and observed velocities from HFR were not within their study error budget. However, it is not consistent with the result of this study potentially due to differences in study regions, compared variables and data sources. The HFR SSHA estimated in this study can be unreliable in cases when there are gaps present in the data especially when the gaps are near the boundary of the domain. This is another reason for redundancy in HFR stations in the region. The detailed analyses of the reason(s) for the large rmsd between the S3 and HFR SSHA is beyond the scope of this study as there is no sufficient data.

SSHA determined using the geostrophic balance approximation and the invariant form of the momentum equations provided some insights on the dominance of geostrophic balance. If the other terms in the invariant form of the momentum equation besides the Coriolis and pressure gradient terms, are significant then when they are included in the estimation of MSB SSHA the resulting SSHA should differ significantly from the SSHA estimated using geostrophic approximation. Several instances that were considered confirmed that there were differences between the two HFR SSHA estimations (Figure 2). Though there were differences in the magnitude of the SSHA, in most cases, there were agreement in the trends of the two SSHA estimates, which resulted in small values of the computed rmsd (Figure 3c). It implies that even at scales less than the subinertial scales, geostrophic balance is important in the MSB. As such, at subinertial scales, contributions of the non-linear and time derivative terms to sea level gradient can be ignored in the MSB. Consequently, the estimation of MSB SSHA from geostrophic approximation is reasonable. The major drawback in using this balance is inability to observe finer details in the MSB dynamics.

Based on the principle of geostrophy, high pressure (sea level) is to the right of geostrophic currents in the northern hemisphere. The first EOF mode of the SSHA reveals that the currents in the MSB were majorly in the east-west orientation hence the north-south sea level gradient. This is consistent with the mode 1 of the surface currents reported in Ohlmann and Niiler (2005). Coincidentally, we both reported the same percentage of energy for mode 1. Surface currents variance ellipses for the region from other sources (Hode, 2019; Ohlmann et al., 2001) showed the currents are mostly along the east-west orientation which is similar to the orientation of the bathymetry of the region. The orientation of the currents changes to the north-south based on the SSHA mode 2. This was partly consistent with the mode 2 reported in Ohlmann and Niiler (2005) which not only had a north-south component but also an east-west component.

The results of our study did not entirely agree with the results of previous studies. We assume that the discrepancies with some of the studies stems from differences in techniques as well as prevailing conditions. He and Weisberg (2003), reported that the mean currents for the spring of 1999 flowed toward the east. Though our result...
showed that there was no preferred current direction in spring 2017 and 2019, it also showed that currents flowed toward the west in spring of the other years. Their analysis focused on model result depth-averaged currents, which corresponded to the mid-depth currents unlike our analysis that involved only HFR surface currents. Additionally, while our data is insufficient (~4 years) to draw a statistical conclusion on the nature of the flow for the various seasons, we had more statistics compared to analysis based on a single season. We suspect that the eastward flow in the spring that was also reported by Dzwonkowski and Park (2010) was because their analysis was based on depth averaged velocities. However, based on the velocity profiles for the spring season (Dzwonkowski & Park, 2010 Figure 4), it appears that the surface velocities tended toward the west as well as surface velocities for the other seasons. While the surface velocities reported in Dzwonkowski and Park (2010) were consistent with our results in some season, other seasonal study focused around this site showed temporal and spatial variability in the surface currents attributed to the close association with Mobile Bay estuarine discharge (Dzwonkowski et al., 2014; Dzwonkowski & Park, 2012). It did not correspond to the surface currents reversal reported in Ohlmann and Niiler (2005) thus, the misrepresentation of the surface currents likely resulted from poor extrapolation. A better comparison to our results are the studies conducted by Morey et al. (2003) and Ohlmann and Niiler (2005) using drifters and by Hode (2019) using HFR. The dataset used by Morey et al. (2003) and Ohlmann and Niiler (2005) has some overlap hence, we could expect some similarities in results. The same applies to the data used in Hode (2019) and our study. In Morey et al. (2003), westward flow reported for the winter season was not consistent with our result, however, the eastward flow reported for the winter season was consistent with our result. Monthly mean velocities reported in Ohlmann and Niiler (2005) were also not entirely consistent with the results reported in Morey et al. (2003) as currents were mostly toward the west in January, February and August, toward the east in July and no preferred direction in June and December. Ohlmann and Niiler (2005) also showed that there were no preferred current direction in the spring thus, not consistent with He and Weisberg (2003). Our results for the fall season are in agreement with Ohlmann and Niiler (2005) except for September where they showed that there was no preferred current direction. When compared to the monthly climatology of the surface currents reported in Hode (2019), our result are consistent for the fall and summer seasons. The results are largely consistent with the winter seasons except for December when there was no preferred current direction. In spring, Hode (2019) reported that currents flowed toward the west in March but had no preferred direction in April and May. Our results and the result of previous studies support our assumption that geostrophic balance is the dominant balance in the MSB. The details of the physical processes involved with the anomalies in geostrophic sea level are beyond the scope of this study.

6. Conclusions

From the diagnostics of the terms in the momentum equation, it was noted that geostrophic balance was the dominant balance at subinertial scales, hence other terms in the momentum equation can be neglected. Furthermore, the study highlighted the benefits of having HFR stations along the coast as the data can be used to describe circulation of a domain as well as the subinertial sea level changes. The mapped sea level anomalies over the HFR coverage in the MSB were estimated using a novel technique involving Least Squares. This is the first high resolution (temporal and spatial) mapped sea level estimates over the MSB, other than the gridded sea level estimates derived from coarse (spatial and temporal) satellite altimetry data. Ohlmann et al. (2001) argued that using SSHA data from satellite altimetry, viable information such as shelf rise flow due to eddies at the shelf rise can be obtained. They further stated that the data could be assimilated in models and also used to validate models. The results of this project provides similar oceanographic outputs to satellite altimetry but at better temporal and spatial resolutions. Though the along-track satellite altimeter has an equivalent along-track spatial resolution, it does not adequately provide 2-dimensional spatial information of oceanographic processes such as eddies. Consequently, SSHA from the HFR can be used to effectively validate SWOT altimeter data. The major drawback in using HFR SSHA is the unknown time dependent vertical offset. In future studies, a survey grade buoy will be deployed in the domain of the HFR coverage to estimate absolute HFR SSHA.

Appendix A: Gauss Markov Interpolation

Gauss-Markov interpolation technique is the statistical approach (Drygas, 1983) utilizing correlation between observed (data) and missing values (data gaps). Missing values are recovered according to Equation (A1):

\[ u' = R_{uu}^{-1}d' \]  

(A1)
where \( R_{\text{ud}} \) is covariance matrix describing the covariance between unknown velocity and data, \( R_{\text{dd}} \) is covariance matrix describing the data covariance. Both matrices were built under the assumption of isotropy and homogeneity. \( d' \) is data deviation from the mean field and \( u' \) is velocity anomaly with respect to the mean at the location of data gap. A simple Gaussian model for isotropic and homogenous correlation function was fitted to the mean covariance matrix estimated from the observed data. Kim (2010) adopted similar approach. The correlation function model was assumed to be isotropic and homogeneous in both time and space Equation (A2):

\[
R_{dd}^{-1} = \begin{bmatrix} 0.5 & \left(e^{\frac{r^2}{\tau^2}}\right) & \left(e^{\frac{r^2}{T^2}}\right) \\ 1 & \frac{1}{2} & \frac{1}{2} \\ 0.5 & e^{-\frac{1}{2}} & e^{-\frac{1}{2}} \end{bmatrix} + 0.5
\]  

(A2)

where \( r \) and \( r' \) are the spatial and temporal distances, respectively, between the gap grid point and the grid point of available data while \( \delta \) (3.6 and 4.72 km for respective \( u \) and \( v \) velocity components) and \( T \) (4 hr for time) are the typical correlation scales in space and time respectively. Due to the magnitude of data gaps leading to insufficient statistics, some gaps remained even after the interpolation processes.

**Appendix B: Correlation Between Wind Data**

Wind speed and direction from the wind data were converted from meteorological direction convention (direction wind comes from) to oceanography direction convention (direction wind is flowing toward) using (http://colaweb.gmu.edu/dev/clim301/lectures/wind/wind-uv) to estimate wind velocity vectors. Complex correlations using Kundu (1976) Equation (B1) between the wind data at the various stations were calculated for the entire time series

\[
r = \frac{\langle u_1 u_2 - v_2 v_1 \rangle}{\sqrt{\langle u_1^2 + v_1^2 \rangle^{1/2}} \langle u_2^2 + v_2^2 \rangle^{1/2}} + i \frac{\langle u_1 v_2 - u_2 v_1 \rangle}{\sqrt{\langle u_1^2 + v_1^2 \rangle^{1/2}} \langle u_2^2 + v_2^2 \rangle^{1/2}}
\]

\[
\alpha_{av} = \tan^{-1} \frac{\langle u_1 v_2 - v_1 u_2 \rangle}{\langle u_1 u_2 + v_1 v_2 \rangle}
\]

(B1a)

(B1b)

where \( r \) is the correlation coefficient, \((u_1, v_1)\) are the components for vector 1 which serves as the reference, \((u_2, v_2)\) are the components for vector 2, \( \alpha_{av} \) is the average phase angle between the vectors 1 and 2, \( i = \sqrt{-1} \) and \( < > \) denotes averaging over a time period which in our case corresponded to the entire time series period. Based on table B1, the smallest correlation coefficient between the wind stations was 0.66% and it was between the furthest stations. Correlation coefficients between the other stations were above 0.7, which indicated that wind was well correlated and had relatively insignificant variability for the region. Wind data from station 42012h was adopted as the optimal wind data as it not only correlated best with the wind stations but also had the second least gaps after dpia1h. Gaps in the optimal wind data were filled using wind data from station 42040h and if the data was also missing then data from dpia1h was used while correcting for vector rotation using Equation (B2).

\[
\text{OWD} = (u + iv)e^{i\alpha_{av}}
\]

(B2)

<table>
<thead>
<tr>
<th>Table B1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Correlation Coefficients and Angle (rad) Between Wind Stations</td>
</tr>
<tr>
<td>Correlations coefficient between wind stations of the total time series</td>
</tr>
<tr>
<td>Wind stn</td>
</tr>
<tr>
<td>42012</td>
</tr>
<tr>
<td>42039</td>
</tr>
<tr>
<td>42040</td>
</tr>
<tr>
<td>dpia1</td>
</tr>
</tbody>
</table>
where OWD means optimal wind data, (u, v) are velocity components from wind stations 42040h or dpia1h, \( a_\nu \) is the average phase angle between wind station 42012h and wind station (42040h or dpia1h) and \( i = \sqrt{-1} \).

Appendix C: Estimation of Boundary Layer Depth

In the open ocean the boundary layer depth (d) can be approximated by the thickness of the Ekman layer. However, the Ekman layer as proposed in Ekman (1905) is idealistic as suggested by Cushman-Roisin and Beckers (2012) based on several simplistic assumptions; for instance the assumption of a constant eddy viscosity coefficient in a geophysical flow with vertical shear and the assumption of a homogenous density of the fluid. Monin and Yaglom (1971) proposed an eddy viscosity coefficient for the estimation of the Ekman layer, which is also constant within the boundary layer but the value of the coefficient depends on the kinematics of the fluid property compared to that of Ekman (1905). A different empirical estimate of the Ekman layer that depends on wind was used in this study. With wind as the main source of turbulence in the surface ocean, the vertical length scale of the Ekman layer was parameterized by the scaled turbulence wind mixing layer in Equation (C1) (Cushman-Roisin & Beckers, 2012; Oyarzún & Brierley, 2019; Stigebrandt, 1985).

\[
d = \gamma \frac{u^*}{f}
\]

where \( \gamma \) is the coefficient of proportionality (0.1), \( f \) is Coriolis parameter and \( u^* = \sqrt{|\tau|} \) is the turbulent friction velocity. This parameterization of the Ekman layer does not account for the overlap of the surface and bottom boundary layers and the effect of stratification. Despite these challenges, this parameterization has been used in other studies. Different values of \( \gamma \) were adopted in previous studies. Modjeld and Lavelle (1984) and Stigebrandt (1985) suggested the value of \( \gamma \) to be 0.2 while Cushman-Roisin and Beckers (2012) and Oyarzún and Brierley (2019) suggested the value of 0.4. We took a deterministic approach toward the selection of the coefficient \( \gamma \). The depth of boundary layer decreases due to vertical stratification (Cushman-Roisin & Beckers, 2012) since more wind energy is spent mixing stratified fluid. As such, the boundary layer depth should closely resemble the mixed layer depth. Time series of boundary layer depth were computed for various values of \( \gamma \). The seasonal cycle of the estimated boundary layer depth was compared to the estimate of the annual variations of the mixed layer depth in (Zavala-Hidalgo et al., 2014) and the value \( \gamma \) at which the boundary layer depth closely resembles the mixed layer depth was determined to be 0.1. When the estimated boundary layer depth exceeds the 0.8 of the bathymetry (e.g., in shallower region), we assume the boundary layer depth to be equal to 0.8 of the bathymetry. The application of the boundary layer depth correction procedure was limited to a region in the inner shelf. The correction procedure was applied in relatively few occasions in time for increased turbulent friction velocity. Despite the exaggeration of the last term in Equation (1) that resulted from a lower value (0.1) of \( \gamma \), the correction procedure is not critical in this study as the term that was approximated was not the leading term in the momentum balance.
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