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ABSTRACT 

EVALUATING RELEVANCE AND RELIABILITY OF  

TWITTER DATA FOR RISK COMMUNICATION  

by Xiaohui Liu 

August 2017 

While Twitter has been touted to provide up-to-date information about hazard 

events, the relevance and reliability of tweets is yet to be tested. This research examined 

the relevance and reliability of risk information extracted from Twitter during the 2013 

Colorado floods using five different approaches. The first approach examined the 

relationship between tweet volume and precipitation amount. The second approach 

explored the relationship between geo-tagged tweets and degree of damage. In the third 

approach, the spatiotemporal distribution of tweets was compared with flood extent. In 

the fourth approach, risk information from tweets were compared with survey responses 

obtained in a Department of Homeland Security report about risk communication to 

determine what people expect to be included in alerts vs. what is communicated via 

tweets. In the fifth approach, tweets containing top frequent keywords and hashtags were 

compared with official reports using cosine similarity method. For reliability assessment, 

contents of relevant tweets were manually compared with official data and images. 

The findings indicated that relevant tweets provided information about the event, 

its impacts, and contained other risk information that public expects to receive via alert 

messages. Content analysis of images revealed that tweets were also reliable in 

disseminating information about damages and impacts. Given that the Crowdsourcing 

and Citizen Science Act (2016) authorizes agencies to use crowdsourcing to increase 
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public response to emergency alerts, the methodology used in this study could be used by 

emergency management personnel (EMP). The findings could also be used by EMPs to 

identify relevant and reliable tweets. However, out of 1 million English tweets, 14% were 

relevant, 3% were reliable, and 0.44% were geo-tagged to Boulder. Although the 

geographically relevant tweets could have eliminated possible misinformation shared by 

“outsiders”, very limited percentage of social media was useful, relevant, and reliable. 

Furthermore, social media analytics was time consuming and computationally intensive, 

which may not be feasible for EMP. Future research should focus on developing a matrix 

to assess data quality of crowdsourced data, automating implementation of analytics, and 

developing a citizen-science based approach to gather focused data about hazard events. 
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CHAPTER I - INTRODUCTION 

1.1 Overview. 

The purpose of this research was to examine the relevance and reliability of risk 

information extracted from Twitter in the context of emergency response, specifically, 

during risk communication following a hazard event. The main objectives of this study 

were to: (i) determine the relevance of risk information obtained from Twitter, and (ii) 

examine the reliability of Tweets in increasing situational awareness of public about a 

hazard event. This chapter introduces the research problem, research questions that were 

examined, and expected outcomes and intellectual merits of this research. 

1.2 Problem Statement. 

1.2.1 Natural Hazards. 

Although the occurrence of natural hazards is not new, since 1970s, there has 

been a significant increase in severity and frequency of natural hazards, specifically, 

hydro-meteorological events (i.e. floods and tropical cyclones) (UN, 2013). Because of 

continued population growth and urbanization of coastal communities as well as rising 

sea level due to global warming and sinking or subsiding landmass, the natural and built 

environments of coastal communities are at higher risk to both coastal and riverine 

flooding events (Karl, 2009; Karl et al., 2009; National Research Council, 2010). These 

events tend to affect human lives and cause property damage more than any other types 

of sudden-onset hazard events. Several major floods that have occurred across the U.S. 

over the past decade including the widespread 2015/2016 winter floods which impacted 

the area surrounding Ohio River, Missouri River, Mississippi River, and spring floods 
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across Texas, Louisiana Arkansas, and Mississippi (USGS, 2017) are examples of the 

significant adverse impacts of flooding events. 

1.2.2 Risk Information. 

 Successful mitigation of natural hazard impacts on society and physical 

environments is closely linked to effective risk communication, which focuses on 

disseminating information about an impending disaster to citizens to help them take 

timely and preparatory actions to reduce hazard impacts (Covello, 1992). Due to the 

unpredictable nature of hazards, it is paramount to gather information regarding the 

nature, extent, and intensity of a hazard event, possible areas at risk, and possible impacts 

of the event. Additionally, other information, such as rescue support, safety information,  

resource location/allocation, and uncertainty of the hazard(s) are indispensable for 

emergency management. Thus, risk communication, a critical component of emergency 

management, could directly influence the emergency management activities of affected 

communities (Covello et al., 2012; Hughes et al., 2014; Lundgren and McMakin, 2013). 

Effective risk communication, however, depends on dissemination of timely, relevant, 

complete, and reliable information to enable EMPs, local public and other stakeholders 

undertake mitigation actions (Horita et al., 2013). Dissemination of tardy and incorrect 

information about a hazard event and its potential impacts could lead to slow response 

with serious consequences and failure of hazard mitigation (Erskine and Gregg, 2012). 

1.2.3 Crowdsourcing in Emergency Response. 

Crowdsourcing, a web 2.0 based phenomenon, is a relatively new concept. Yet it 

is widely adopted in a variety of fields including emergency management (Estellés-

Arolas and González-Ladrón-De-Guevara, 2012). The three essential components of 
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crowdsourcing are: “who” (individuals or organizations that form the “crowd”), “where” 

(internet as the venue), and “what” (information, service, or data are the content to be 

generated). Social media (i.e. Twitter, Facebook etc.) is a popular crowdsourcing venue 

that has been used for risk communication (Gao et al., 2011a). During the emergency 

response, social media serves as a hub for impacted people to post new information, 

obtain desired information, and share information obtained from other channels about a 

that otherwise may not be distributed to a broader audience (Preis et al., 2013). 

Given that crowdsourcing allows the creation of online social networks, it has 

been extensively used during past hazard events by organizations, communities, and 

individuals to obtain and share information, coordinate disaster relief efforts, or seek 

assistance. For instance, in the aftermath of the Haiti earthquake (2010), crowdsourced 

information was generated through mapping sites including CrisisCamp Haiti, 

OpenStreetMap, Ushahidi, and GeoCommons (Zook et al., 2010). The information 

obtained via the web enabled first responders to coordinate search and rescue efforts on 

the ground (Heinzelman and Waters, 2010; Zook et al., 2010). First-hand information 

obtained on the ground were posted and shared via wikis and other collaborative 

workspaces, making those sites the main sources to share knowledge for involved U.S. 

government agencies (Yates and Paquette, 2011). Population movement information was 

also obtained by combining geographic positions of mobile phones before and after Haiti 

earthquake (Bengtsson et al., 2011). Likewise, during the 2014 Oso mudslide in 

Washington State, county emergency management officials used social media to update 

the public about the event, its impacts, and actions underway to mitigate impacts (Center 

for Digital Government, 2015). Even the United States Geological Survey (USGS) uses 
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Twitter data in their earthquake alert system (Bahir and Peled, 2015). The Crowdsourcing 

and Citizen Science Act (2016) and Social Media Improvement Act (2015) have also 

authorized emergency management agencies (EMA) to use social media to undertake 

emergency preparedness and response activities. 

1.2.4 Data Relevance and Reliability. 

Although crowdsourced data demonstrates promising prospects in promoting 

effective risk communication, quality of data and information obtained via 

crowdsourcing is a major concern that hinders its use and necessitates implementation of 

citizen science based approaches as a way to improve data quality. Some concerns stem 

from the following facts. First, crowdsourced data is generally unstructured, making it 

difficult to filter out credible and actionable information. Second, without complying 

with a standard for data generation, the quality of crowdsourced data varies. Although 

recent studies have focused on various aspects of crowdsourced data quality, such as 

positional accuracy, completeness, semantic accuracy (Arsanjani et al., 2013; Fan et al., 

2014), credibility of tweets (Gupta and Kumaraguru, 2012), speed at which information 

is updated, relevance, reliability, and accessibility to information are still the aspects of 

data quality that are of significant concern by data users (Liu et al., 2016). 

This research focuses on evaluating the relevance and reliability of crowdsourced 

data (i.e., tweets) using a case study of the 2013 Colorado flood. In this research context, 

relevance refers to data fitness, i.e. available and obtained data meet user needs (Grady 

and Lease, 2010; Vuurens and de Vries, 2012). Reliability means data are trustworthy, 

i.e., they are dependable in terms of content (Cai and Zhu, 2015; Mendoza et al., 2010). 

In the context of risk communication, relevant information may not be reliable because 
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any information about a specific hazard event can be treated as relevant, such as mention 

of the time or location of the event. However, reliable information needs to be relevant 

before being considered reliable and trustworthy. For instance, a report of damage that 

occurred a few months prior in an impacted area should be categorized as misinformation 

in the context of risk communication and thus is not reliable. Based on this reasoning, 

this research examined the relevance and reliability of risk information obtained from 

tweets to answer the following research questions. 

1.3 Research Objectives and Outcomes. 

Despite social medias’ popularity, the data available from these sites suffer from  

lack of veracity (IBM Big Data and Analytics Hub, 2016), and certainty that the data are 

useful in near real-time. This research examined the following objectives and research 

questions to assess the quality of content derived from tweets obtained for the 2013 

Colorado floods. 

1.3.1 Objectives. 

1. Identify relevance of risk information obtained from tweets. 

a. What approaches can be used to evaluate relevance of the risk 

information? 

b. How different is risk information extracted from tweets to what 

public expects to be included in warning messages? 

c. How different is risk information extracted from tweets to those 

obtained from official warnings and damage assessment reports? 

2. Identify reliability of the risk information obtained from tweets. 
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a. What approach can be used to assess reliability of contents 

extracted from tweets? 

b. How reliable is the relevant risk information obtained from tweets? 

1.3.2 Outcomes. 

An important outcome of this research is a methodological framework to extract 

and evaluate relevance and reliability of risk information obtained from tweets that could 

facilitate risk communication, increase situational awareness, and public response to 

natural hazards. The extracted risk information could help emergency management 

agencies and first responders to coordinate relief efforts, and mitigate hazard impacts to 

lives and properties; meanwhile, the public could benefit from extracted risk information 

as it would increase their awareness and aid them in undertaking protective actions to 

minimize hazard impacts. The findings of this research could also be used in composing 

effective risk messages to increase public’s response to alerts and warnings.  

Other outcomes of this research include: (i) gaining knowledge about the extent to 

which crowdsourced data can be used for risk communication; (ii) combining geospatial 

data and official assessment reports to increase reliability of risk information for disaster 

preparedness and response; (iii) demonstrating an integrated use of spatiotemporal 

analysis and natural language processing techniques to extract relevant and reliable 

information from crowdsourced data for hazard events. In summary, this interdisciplinary 

research draws from geospatial and computer science to answer the research questions, 

and contributes to the broader literature of risk communication, and Geographic 

Information Science, specifically, to the research on data quality. 
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CHAPTER II - BACKGROUND 

This chapter provides an overview of risk communication, and compares two 

types of risk communication: hierarchical and network-based. A comprehensive review 

of literature on crowdsourcing and its use during risk communications is presented, 

followed by a discussion of data quality of crowdsourced data including its relevance and 

reliability and prevalent methods of data quality assessment. Finally, a summary of the 

limitations of using crowdsourcing for risk communication is presented. 

2.1 Risk Communication. 

Risk communication, a principal element of emergency management, has varying 

definitions. However, risk communication is inherently defined as “the process of 

exchanging information among interested parties about the nature, magnitude, 

significance, or control of a risk” (Covello, 1992). Risk communication is paramount to 

governments, organizations, businesses, and individuals because it provides information 

about potential hazards, possible impacts or damages, and countermeasures, which 

directly influence the alert and warning message recipients’ decision-making process. 

Traditional risk communication follows a hierarchical, top-down, and centralized 

approach to deliver risk information to at-risk populations about potential adverse 

impacts of specific hazards (Gladwin et al., 2007). However, this approach often fails to 

motivate the public to respond positively to messages due to lack of trust in the message 

source or misunderstanding of the information provided by the message (Colley and 

Collier, 2009; Twyman et al., 2008). It is less likely that people would take actions to 

mitigate hazard impacts if they have limited trust in the message source or message 

content or do not know what actions to take. Public perception and cognition of risk is 



 

8 

influenced by education, past experience, and socio-economic characteristics, which 

subsequently influence their decision to follow warnings (Kar and Cochran, 2015b). 

Unlike traditional risk communication, network-based risk communication uses a 

bottom-up and collaborative approach that allows both impacted and interested 

populations to share unlimited information about a hazard, irrespective of its geographic 

location and time (Kar, 2015). Social networking sites (e.g. Facebook and Flickr), short-

blog services (e.g. Twitter), and social mapping sites (e.g. Open Street Map and 

GeoCommons), are representatives of a network-based communication approach. During 

Hurricane Sandy, Flickr, a popular website for sharing photographs, was flooded with an 

extensive volume of pictures labeled with the terms “Hurricane”, “Sandy” or “Hurricane 

Sandy”, thereby serving as a valuable data source for emergency management (Preis et 

al., 2013). During the Haiti earthquake, Wikis, an online community forum, allowed 

users to collectively build textual and visual websites; this was the first time Wikis was 

used as a knowledge sharing site (Yates and Paquette, 2011). OpenStreetMap and 

GeoCommons were also used to produce and access spatial data and maps to assist 

geographically distributed volunteers Haitian earthquake relief efforts (Zook et al., 2010). 

From a user’s perspective, effective risk communication requires dissemination of 

timely, complete, and accurate risk information to impacted populations by emergency 

management agencies before, during and after an emergency event. Risk information 

should reflect the current state of a hazard event (i.e., its location, possible risk, and 

potential impacts) as well as recommend mitigation actions to at-risk populations through 

continuous monitoring of the ongoing hazard event (Degrossi et al., 2014). For instance, 

topographic conditions and drainages systems are not the only environmental 
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characteristics responsible for a flooding incident. Therefore, continuous monitoring of a 

flood incident should capture information about precipitation amount, flood extent, 

potential areas under flood, ongoing impacts, such as damage to roads, potential actions 

to undertaken for protection, and information about communities at risk. While 

information about the severity and extent of a flood event could be obtained from 

meteorological stations and through prediction of flood impacts, information about 

potential damages in at-risk communities could not be obtained from traditional 

information sources, i.e., National Weather Service, local EMA. Timely delivery of 

updated information about flood risk and possible consequences is crucial to ensure flood 

mitigation, which is only possible if local EMAs continuously analyze geospatial data 

sets (i.e. remote sensing images) in real-time or obtain crowdsourced data from public.  

The ineffectiveness of hierarchical risk communication, as identified by other 

studies, is also caused by other factors, such as information sources (e.g., the credibility 

of risk experts or communicators), message design and style (e.g., the prior requirement 

to deliver 90-character Wireless Emergency Alert (WEA) messages), the delivery 

channel (e.g., radio, siren and cell phones), and the socio-economic characteristics of 

target audience  (Covello, 1992; Kar et al., 2016; Mileti and Peek, 2000). By contrast, 

network-based risk communication has the potential to improve these aspects as it allows 

incorporation of risk information in any format (images, videos, and remote sensing 

imagery) from different sources (NOAA, Weather.com, USGS etc.), and dissemination of 

messages via diverse crowdsourcing sites (i.e., Twitter, Facebook, and other social media 

sites) to a broader audience regardless of their geographic locations (Palen et al., 2009; 
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Sheppard et al., 2012; Sutton et al., 2008). Because of its numerous advantages, network-

based risk communication should be used to augment the traditional approach. 

2.2 Crowdsourcing. 

Crowdsourcing, coined in 2006 as a business model, was defined as “the act of a 

company or institution taking a function once performed by employees and outsourcing it 

to an undefined (and generally large) network of people in the form of an open call” 

(Howe, 2006). It has evolved into a problem-solving model in the fields of software 

development, photography (Schenk and Guittard, 2009), and other, beyond business 

world (Brabham, 2008). This trend is partially due to the advent of the Web 2.0, which 

has changed the role of online users from passive web page readers or viewers to active 

contributors (Degrossi et al., 2014; Heipke, 2010; Rouse, 2010). Advancements in social 

computing have also contributed to the creation of online social networks such that the 

volume of user-generated information and data have increased tremendously. The end 

result of crowdsourcing is increase attention, interest, and use in different sectors 

including academia (Callison-Burch et al., 2015; Geiger et al., 2012; Hudson-Smith, 

2014; Tripathi et al., 2014), industry (Callison-Burch et al., 2015; Geiger et al., 2012), 

business (Kern, 2014; Rouse, 2010), and government (Brabham, 2013). 

Given its usability, not surprisingly, crowdsourcing has drawn much attention 

from practitioners, researchers, and agencies in the field of emergency management over 

the years (Chan, 2014; Chatfield and Brajawidagda, 2014; Frommberger and Schmid, 

2013; Holderness and Turpin, 2015; Horita et al., 2013). Desktop or mobile applications 

designed to harness social media generated content about an impending hazard (i.e., 

flood, tornado, earthquake) have proven effective in disseminating information about the 
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hazard, reporting damages, seeking help from stakeholders, and organizing relief efforts 

(Chatfield and Brajawidagda, 2014; Frommberger and Schmid, 2013; Holderness and 

Turpin, 2015). During the early aftermath of the 2010 Haiti earthquake, crowdsourced 

information was generated through mapping sites including CrisisCamp Haiti, 

OpenStreetMap, Ushahidi, and GeoCommons by geographically dispersed volunteers 

connected through the internet who coordinated with first responders on the ground 

(Heinzelman and Waters, 2010; Zook et al., 2010) by sharing and posting first-hand 

information about conditions on the ground via wikis and other collaborative workspaces, 

thereby making those platforms the main knowledge-sharing mechanism for involved 

U.S. government agencies (Yates and Paquette, 2011). Population movement information 

was also created by combining geographic positions of mobile phones that were used by 

affected people before and after the Haiti earthquake (Bengtsson et al., 2011). 

Other than providing near-real time information during disaster response, 

crowdsourcing has been valuable in post-disaster assessment of damage caused by 

earthquakes (Barrington et al., 2012). Due to the lack of high-quality remote sensing 

images, non-authoritative data, such as social media, news, and mobile phone data, were 

used to assess damages to roads in New York by the flood following Hurricane Sandy at 

2012 (Schnebele et al., 2014). During Hurricane Sandy, the Federal Emergency 

Management Agency (FEMA) recruited a team of volunteers from public and private 

institutions to analyze tweets and Instagram photos to identify communities requiring 

resources, and to process images as part of the OpenStreetMap-MapMill project to assess 

damages (Chan, 2012; Heaton, 2013). 
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With the advancements in geospatial technologies (i.e. GPS-enable devices) and 

location based services, novice citizens have become familiar with embedding 

geoinformation in their generated crowdsourced data. A great example is the Google Map 

Maker that allows communities to contribute local knowledge by editing and moderating 

features to improve the Google Map experience (Google, 2017). The geotagged 

crowdsourced data help pinpoint locations where people may be requiring help to access 

critical facilities (e.g., shelters, hospitals, churches, etc.) and provide information about 

transportation routes (highways, airports, country roads) (Ware, 2003). The popularity of 

mapping sites, i.e., OpenStreetMap and Ushahidi as well as the abundant map products 

that were generated during the Haiti earthquake are examples of crowdsourced data 

containing geospatial information about critical facilities and possible damages 

(Heinzelman and Waters, 2010; Soden and Palen, 2014; Zook et al., 2010). 

Several factors have contributed to the widespread use of crowdsourcing in 

emergency management. First, the era of web 2.0 provides easily usable online platforms 

(i.e. Twitter, Facebook, etc.) for users to generate content and collaborate with others. 

This enables creation of a virtual community that enables public to create and share 

information, and helps form interest groups unconstrained by geographic locations and 

time. The role of online platforms is more critical during a hazard event when there is a 

great need for collaboration and generation of emergency-related information. Therefore, 

more and more people are turning to online platforms to gather risk information, share 

hazard related updates, and seek assistance before, during and after hazard events 

(Landwehr and Carley, 2014; St Denis et al., 2014; Zhao and Zhu, 2014). 
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Second, while geospatial data sets are extensively used in emergency 

management, these data often suffer from errors due to varying scales and resolutions, 

and are often unavailable in near real-time (Gao et al., 2011b; Pu and Kitsuregawa, 

2014). Crowd-sourced data, however, fill the data gaps that exist with traditional 

geospatial and authoritative data sources, and are available in high temporal resolution to 

be useful during emergency management (Schnebele et al., 2015). As stated above, the 

geolocation enabled crowdsourced information serves as indispensable supplementary 

data to traditional geospatial data including remote sensing images, Census data, and 

other mapping data sets. The critical role of location information can never be 

exaggerated as it is valuable in targeting communities in need of resources and relief 

efforts, and in dispatching first responders for search and rescue operations. 

Third, the characteristic of crowdsourcing that makes it so powerful is the ability 

to generate updated information that caters to the need for timely risk information during 

emergency responses. A very good example is the USGS Twitter earthquake detector that 

allows detection of aftershocks and dissemination of alerts within few minutes of 

receiving information from seismometers and Twitters (Earle et al., 2012). Any delay in 

risk information could lead to slow responses and may in turn cause serious 

consequences to human lives and property as was seen during Hurricane Katrina (Cole 

and Fellows, 2008). With the support of broadband and easy-to-use desktop or mobile 

applications, sending out first-hand texts or images is as quick as pressing a button, which 

far outweighs the information update speed of traditional media when journalists need to 

be sent to the spot (Sutton et al., 2008). Moreover, because the crowd serves as human 
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sensors, they have the potential to capture first-hand information, which makes 

crowdsourcing unparalleled by any other type of traditional media. 

Finally, crowdsourcing of risk information also promotes public participation in 

risk communication. Studies have indicated that public’s growing desire to participate in 

policies pertaining to a variety of societal and environmental situations including risk 

communication influences the at-risk populations’ response to messages (Covello and 

Sandman, 2001; Gurabardhi et al., 2005; McComas et al., 2009). For instance, in a U.S. 

watershed planning initiative, mail surveys were sent out to determine if the impacted 

population would like to participate in the watershed management efforts. Qualitative 

analysis of the 1% survey responses revealed that participants were most helpful in 

identifying and prioritizing issues, and that the participatory planning increased 

awareness of watershed conditions, strengthened inter-agency coordination, and assisted 

consensus building on resource management (Duram and Brown, 1999). 

Public participation in risk communication refers to the involvement of citizens in 

assessing risk, disseminating risk information, and responding to risks (McComas et al., 

2009). The expansion of social media and networking sites (e.g., Facebook, Twitter, 

Google + etc.) has become a major driving force for citizens to participate in risk 

communication (Gouveia et al., 2004; Krimsky, 2007; Laituri and Kodrich, 2008). 

Furthermore, because these sites allow near real-time delivery of warnings to a broad 

audience, EMAs, government officials, and first responders also use these technologies to 

disseminate and gather information about a hazard event (Laituri and Kodrich, 2008; 

Palen, 2008; Smith, 2010). For instance, during the 2010 Oso mudslide in Washington, 

the local county officials used social media to update news and inform the public; 
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meanwhile, local residents used social media as major information source (CDG, 2015).  

The 2015 Social Media Improvement Act and the 2016 Crowdsourcing and Citizen 

Science Act are motivating EMAs to work with public during emergency management 

activities. Therefore, using social media during risk communication might increase public 

responses to risk information and enable agencies to assist the public. 

2.3 Crowdsourced Data Quality. 

Since anyone can generate crowdsourced data, its data quality is a big concern 

from emergency management perspective. Specifically, information overloading is the 

first obstacle encountered by crowdsourced data users as massive amounts of user-

generated content from diverse social media sites could be overwhelming for people to 

read and filter information, let alone validate. As of February 2017, Twitter alone has 313 

million monthly active users (Twitter, 2017) and on average 500 million tweets 

(postings) are sent per day (InternetLiveStats, 2017). The number of active users and 

tweets skyrocket during large-scale crisis, as more people are turning to Twitter to read 

breaking news and keep abreast of event updates (Sutton et al., 2008). While Twitter is a 

news and social networking site where users post messages and interact with others, other 

social network/media sites with diverse focuses, including mapping sites (i.e., 

OpenStreetMap, Ushahidi, Bing Maps, Google Maps), video sharing sites (i.e., YouTube, 

YouKu, Yahoo), and photo sharing sites (i.e., Instagram, Flickr, Pinterest), are also 

continuously generating huge data sets. Without a strategic plan to select certain social 

network/media sites, it is difficult to decide which site(s) to use for obtaining data during 

a disaster response phase, which could eventually impact quality of data. 
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Besides information overloading, several reasons contribute to the difficulty in 

assessing quality of crowdsourced data. First, crowdsourced data often lack metadata 

(Meek et al., 2014). Without metadata, information about the author or creator, time and 

date of creation, location, device used to generate data, purpose, and standard used to 

create data cannot be confirmed (Meek et al., 2014). Therefore, the data tend to lack 

credibility (the extent to which the data can be relied upon to represent what it is 

supposed to represent) and authenticity (the guarantee that the data have not been 

manipulated) (Castillo et al., 2011; IGI-Global, 2016; Liu et al., 2016). Second, citizens 

who generate data tend to be from various backgrounds with varying perceptions and 

educational background, and possess distinct life experiences. Because there is no 

protocol in place to collect crowdsourced data, even during an emergency event, the data 

quality tends to be questionable (Kelling et al., 2015). Additionally, with the rise of 

crowdsourcing, robot-controlled social media accounts, commercial spam, collective 

attention spam, and hoaxes are all common phenomena occurring in social media (Lee et 

al., 2014; Starbird et al., 2014), which also impacts quality of crowdsourced data. 

2.3.1 Crowdsourced Data Relevance and Reliability. 

Data quality can be defined as a measure of fitness for specific purposes in a 

given context (SearchDataManagement, 2017). Accuracy, completeness, update speed, 

relevance, reliability, and accessibility are major components of data quality (Wang and 

Strong, 1996).  Despite obvious differences, depending upon the purpose and context of 

data use, these components tend to overlap. In this research, relevance and reliability, the 

two components that have drawn significant attention from data users were assessed 
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(Gupta and Kumaraguru, 2012; Senaratne et al., 2017). A contextual definition of each 

component is provided in the following sections for the purpose of this research. 

Relevance is “the condition of being connected or appropriate to what is being 

considered” (Cai and Zhu, 2015; Oxford, 2017a), or “if it has a logical, sensible 

relationship to the finding it supports” (Morgan and Waring, 2004). Although its 

connotations vary with context of usage, there are some shared common characteristics, 

such as the timeliness of relevant data and the closeness of the data to its context (Morgan 

and Waring, 2004). Reliability means “the quality or state of being trustworthy or 

consistently well” (Oxford, 2017b; United Nations Economic Commission for Europe, 

2017), or “is a state that exists when data is sufficiently complete and error free to be 

convincing for its purpose and context” (Morgan and Waring, 2004). Other terms with 

similar meanings, such as credibility, trustworthiness, or correctness, are often used 

interchangeably (Hiltz et al., 2012). In this research, relevance refers to how well the 

information meets user needs in terms of what is represented and reliability corresponds 

to trustworthiness such that the data are dependable in terms of information provided by 

them to be used for emergency management activities. 

2.4 Techniques for Analyzing Crowdsourced Data. 

The methodologies used to analyze crowdsourced data for emergency response 

purpose could be classified into three categories: information extraction and content 

analysis, information classification, and social network analysis. Most of the research in 

information extraction and content analysis are computer algorithm-based applications 

relying on keyword searching in hazard response, with an emphasis on developing new 

methods or optimizing existing ones to extract useful or actionable information more 
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efficiently and accurately (Imran et al., 2013). Some research has focused on automating 

information extraction so that self-contained, actionable, and useful information relevant 

to a hazard could be extracted (Atefeh and Khreich, 2015; Caragea et al., 2011). 

Among the studies focusing on information extraction and analysis, social media 

content and sentiment analysis is significantly conducted to facilitate damage assessment 

(Cervone et al., 2016; Kryvasheyeu et al., 2016; Schnebele et al., 2014), to increase 

situational awareness (Vieweg et al., 2010), and to coordinate risk communication (St 

Denis et al., 2014). Kryvasheyeu et al. (2016) revealed that the spatiotemporal 

distribution of Hurricane Sandy related messages could help with real-time monitoring 

and assessment of the disaster itself (Kryvasheyeu et al., 2016). By searching hurricane 

related keywords (“sandy”, “storm”, “hurricane”, etc.), the authors were able to plot the 

volume of messages with pre-defined keywords across cities with varying distance to the 

hurricane path. The result displayed that Twitter activity is related to the proximity of the 

region to the hurricane path. Additionally, the authors found that per-capita Twitter 

activity had a strong relationship with per-capita hurricane damage at county and zip-

code level. Vieweg et al. (2010) compared Twitter posts generated during the Oklahoma 

Grassfires of April 2009 and the Red River Floods of March and April 2009 and found 

that geo-tagged tweets are more likely to contain situational information and thus are 

more likely to be retweeted (Vieweg et al., 2010). The authors proposed the development 

of an information extraction software with a microblog to enhance situational awareness 

during emergencies with regard to evacuation, sheltering, animal management, and 

damage (Vieweg et al., 2010). 
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The research focusing on information classification and event-detection are 

mostly based on keywords (Imran et al., 2013). Machine learning methods for extracting 

information nuggets from disaster-related tweets have been found to have accelerated 

disaster response and alleviate human and property loss (Imran et al., 2013). For instance, 

Sakaki et al. (2010) developed a support vector machine (SVM) based approach to 

classify real-time events about earthquakes by undertaking semantic analysis using 

keyword searches in tweets. The technique was later applied to an earthquake reporting 

system in Japan, which could detect earthquakes with high probability. In another study, 

Caragea et al., (2011) implemented SVM for text message classification and compared 

four types of feature representations for learning SVM classifiers. The experiment 

revealed that abstract features, which are generated by grouping “similar” features-based 

SVM classification outperformed other feature representation-based classifications.  

While these techniques extract information nuggets for some nugget types, such as source 

and casualties, with high accuracy, they fail to perform as well when extracting time, 

location, and caution/advice nuggets. 

The studies researching social network communication in hazard response 

emphasize on examining communication patterns among affected communities. 

Following the trend of social network analysis, Cheong and Cheong (2011) analyzed the 

interaction of active Twitter users with local authorities during the 2010-2011 Australian 

floods to find the influential authorities/members during emergency communications. 

Social network analysis helped the authors identify active users in the online community, 

online communication patterns, and frequencies of communication, which are of 

significance to EMA personnel in guiding emergency communications and managing 
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resources for response and relief efforts. In a similar study, Stephens and Poorthuis 

(2015) explored network density and network transitivity during crisis situations, and 

found that smaller networks are more socially clustered while large networks are 

physically dispersed. The authors also found that Twitter networks are more effective at 

transmitting information at local levels and within smaller networks than larger networks. 

2.4.1 Data Quality Assessment Techniques. 

Given the widespread use of social media data and presence of data quality issues, 

several studies have focused on assessing the quality of crowdsourced data and validate 

it. OpenStreetMap (OSM) is a worldwide crowdsourced spatial data layer that provides 

information about street networks. Forghani and Delavar (2014) compared street network 

data from OSM for Tehran, Iran with institutionally referenced geospatial databases and 

developed a new metric for quality assessment of OSM data. The metric used the 

following four measures: road length, minimum bounding geometry, directional 

distribution, and median center to compare the two datasets. The authors also evaluated 

crowdsourced data and reference data at a grid level using heuristic metrics such as 

Minimum Bounding Geometry area and directional distribution (Standard Deviational 

Ellipse), and found that the OSM data had a high quality. Eckle and de Albuquerque 

(2015) conducted a similar study to assess the quality of OSM by comparing maps 

created by remote mappers and expert mappers. Qualitative assessment of the OSM data 

sets suggested that a misinterpretation of roads, buildings, and other infrastructures could 

cause distortion on remotely produced maps. Brown et al. (2015) evaluated positional 

accuracy and data completeness of data collected from Google Map for conservation 

planning in comparison with empirically identified biological /conservation points. The 
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results indicated that crowdsourced data may be “good enough” to complement 

biological data but cannot be regarded as the main data source for conservation planning. 

Unlike approaches available to assess crowdsourced spatial data, several methods 

exist for evaluating quality of non-spatial crowdsourced data. These methods can be 

divided into the following categories: classification of information content or sources 

(Thomson et al., 2012), implementation of majority decision or control group evaluation 

(Hirth et al., 2013), and use of a reputation system designed for quality check (Alabri and 

Hunter, 2010). In a study, Thomson et al., (2012) examined the source credibility of 

tweets shared in relation to the Fukushima Daiichi nuclear power plant disaster in Japan 

(2011) by classifying users by location, language, and type (individual or institutions). 

The results indicated that institutional sources are more credible than individual sources, 

anonymous users tend to cite from less credible sources, Japanese-language tweets are 

more likely to reference credible third-party sources, and users proximal to the disaster 

post or share more credible tweets. Another study analyzed the credibility and relevance 

of tweets based on fourteen worldwide high impact events of 2011 (Gupta and 

Kumaraguru, 2012). This study adopted a supervised machine learning and relevance 

feedback approach to prioritize content features, such as the number of unique characters, 

swear words, emotions, and number of followers. The results revealed that the algorithm 

could automate credible information extraction from Twitter with high confidence. Other 

methods used to assess relevance include web page ranking to evaluate web links’ 

relevance to queries (Page et al., 1999); supervised machine learning to prioritize 

relevance of tweets to queries (Duan et al., 2010); and crowdsourcing assessment based 

on Amazon Mechanical Turk (Alonso and Mizzaro, 2012). 
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Several methods exist for reliability assessment of crowdsourced data, which 

include data cleaning, automatic validation, authoritative data comparison, linked data 

analysis, and semantic harmonization (Meek et al., 2014). Mendoza et al., (2010) used 

the relationship between information propagation through Twitter network and the 

interrelationship among Tweeter users as a proxy to measure reliability of tweets. Human 

experts are also used in reliability testing, such as differentiation and justification of 

perceived “true incidents” from Twitter messages. Inspired by human assessment 

approach, Castillo et al., (2011) validated the reliability of tweets through human readers’ 

comparison of incidents identified in tweets with authoritative datasets. 

Depending on the context of data usage, purposes, researchers’ or data users’ 

background, existing methods in assessing relevance and reliability vary. Using control 

data or authoritative data (Comber et al., 2013; Meek et al., 2014), experts’ knowledge 

(See et al., 2013), and crowdsourcing data (Goodchild and Li, 2012; Grady and Lease, 

2010) are the prevalent approaches used to assess relevance and reliability. However, the 

studies focusing on classification and analysis of social media content mostly concentrate 

on developing algorithms and rarely incorporate other types of existing data related to 

hazards, such as meteorological and geospatial data (e.g., precipitation extent and volume 

in flood studies) (Cheong and Cheong, 2011; St. Denis et al., 2014) and (e.g., digital 

elevation models (DEM) in earthquake or landslide studies) (Caragea et al., 2011). 

Despite their effectiveness, due to the lack of geographic data/information about the 

hazards under study and other types of data sets set, these studies tend to be biased. 
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2.5 Summary 

Risk communication necessitates dissemination of time-critical and rapidly 

changing information to help with decision-making processes (Beckman et al., 2007; 

Thompson et al., 2006). Soon after a hazard, information about the nature of the hazard, 

impacted area, mitigation measures to take, among other information need to be 

communicated to help with response and recovery efforts. Decisions that cannot be made 

in a timely fashion may adversely impact emergency management efforts. The collection, 

processing, and dissemination of risk information in the era of Web 2.0 could take 

advantage of fast updated and content-rich crowdsourced data. 

Data quality of crowdsourced data is a big concern. Despite significant number of 

studies assessing crowdsourced data quality, very little research has been done to assess 

the quality of risk information extracted from social media (i.e. Twitter) to be useful 

during risk communication.  As more and more EMAs are using social media for risk 

communication, lack of metadata about crowdsourced data could make these data 

unusable. Furthermore, as the information posted by EMAs on social media are perceived 

as credible and more likely to be shared (St. Denis et al., 2014; Starbird and Palen, 2010), 

it is crucial to assess relevance and reliability of these data. 

Although authoritative data should be used as reference data for relevance 

assessment, proxy indicators for relevance could also be used if reference data are 

unavailable or could not be used for comparison (Senaratne et al., 2017). In this research, 

the relevance of tweets obtained during the 2013 Colorado flood were evaluated using 5 

distinct approaches with help of geospatial data sets (i.e., precipitation, flood extent, and 

degree of damage) and authoritative data obtained from reports as proxy indicators of the 
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information extracted from tweets and. The reliability of relevant tweets was evaluated 

by comparing the contents with human readers’ judgement. 
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CHAPTER III - METHODOLOGY 

This chapter provides an overview of the methodology implemented to answer the 

research questions. A discussion of the study site, the data sets, and analytics that were 

used to process and analyze the data sets, extract information as well as assess relevance 

and reliability of the information is also provided in this section. 

3.1 Study Site. 

The 2013 Colorado floods occurred in the Front Range, EL Paso County, Boulder 

County, and portions of the Denver metropolitan area. The devastating flash flooding was 

a result of historically severe precipitation that started on September 9 and continued 

until September 18, 2013. Figure 3.1 depicts the northern counties that were worst hit, 

severely hit, moderately hit, least hit areas based on extent of damages they experienced. 

 

Figure 3.1 Study Site (FEMA, 2014) 
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On September 9, 2013, a cold front developed over Colorado that caused heavy 

rain during September 9th and September 15th. Figure 3.2 shows the hourly precipitation 

accumulations throughout the storm event at several different locations across the Front 

Range. It is evident from the figure that Boulder County was a worst hit area with 9.4 

inches of precipitation on September 12th, which was comparable to the county’s average 

annual precipitation. Except Boulder County other places had little to no accumulations 

until September 15th, and experienced a small amount of precipitation on September 15th. 

 

Figure 3.2 The 2013 Colorado Floods accumulated precipitation (CCC, 2013) 

3.2 Data Sets and Processing. 

Other than tweets, a variety of geospatial and survey data sets were obtained from 

several sources, which were used as auxiliary and reference data. A discussion of the data 

sets, and processing and analysis techniques used with each data set is discussed below. 

3.2.1 Tweets of 2013 Colorado Floods. 

3.2.1.1 Tweets. 

Historical tweets were purchased from Twitter Inc. using the following keywords 

pertaining to location names (Colorado, Boulder, Front Range, El Paso County and 
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Boulder County, Denver metro), and hazard event and its impacts (flash flooding, 

flooding, rain 2013, emergency, impact, damaged bridges and roads, damaged houses, 

financial losses, evacuate, and evacuation). The tweets were purchased for a 10-day 

duration from September 9th to September 18th when majority of flooding occurred.  

3.2.1.2 Tools & Preprocessing. 

A total of 1,195,183 tweets were obtained in JSON (JavaScript Object Notation) 

format. Given the volume and unstructured format of the data, MongoDB was used to 

store, process, and analyze the data. MongoDB is an open-source cross-platform database 

for unstructured data including document-based data (e.g. JSON) that uses dynamic 

schemas. Robomongo, the client interface to visualize and interact with MongoDB was 

used to query and analyze tweets. Figure 3.3 demonstrates the steps implemented to 

process the data before implementing analytics. 

 

 

Figure 3.3 Flow Chart of Tweets Processing 
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Of the total tweets, 85% were in English, 1.38% had geo-location information 

available, and 0.44% of the tweets that were geo-tagged were found to be generated in 

Colorado. The 0.44% of the geo-located tweets were used in this study as these tweets 

were considered to be generated by those who experienced or witnessed the floods. The 

geographic relevance of the tweets eliminated the possibility of including misinformation 

or rumors generated by geographical “outsiders” that were not on the scene and enabled 

extraction of relevant risk information. 

Table 3.1  

Descriptive statistics of the Twitter dataset 

Collection Name Number of Tweets Percentage 

Total tweets 1,195,183 100% 

Tweets in English 1,017,024 85% 

Tweets with geo-location 16,551 1.38% 

Tweets geo-located in Colorado 5,202 0.44% 

 

After processing the tweets using steps identified in Figure 3.3, a list of top 

frequent words was created, which was used to mine flood-related tweets for further 

analysis. Figure 3.4 depicts the histogram of top frequent 30 words and associated word 

cloud. Evidently, the top frequent words were Colorado, Boulder, Denver, flooding, 

warning, September, etc., which are also relevant. 



 

29 

 

Figure 3.4 Top frequent words and corresponding word cloud 

Apart from top frequent words, hashtags, words and phrases preceded by a pound 

sign (#), which represent messages on a specific topic were also used to extract flood-

related tweets. Table 3.2 lists some of these hashtags, such as “Colorado”, and “flooding” 

that coincide with top frequent words. High frequency hashtags, such as “NeverForget” 

and “GodBlessAmerica”, are misleading, and therefore, were not used in tweet extraction 

to avoid extraction of irrelevant information. 

Table 3.2  

Top 10 Hashtags 

1 Colorado 

2 boulderflood 

3 Coflood 

4 cowx 

5 NeverForget 

6 flooding 

7 GodBlessAmerica 

8 news 
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Table 3.2 (Continued) 

9 CORecall 

10 Denver 

 

3.2.2 Geospatial Data. 

The devastating flooding event that started on September 9th, 2013 was a 

historically most severe flood since 1995 that Colorado had experienced. For this study, 

the hourly precipitation data was obtained in text format for all rainfall gauge stations 

located in the study site from the National Climate Data Center (CCC, 2013). These data 

were used to understand the relationship between temporal volume of tweets and 

precipitation volume, and to evaluate the temporal relevance of tweets to the flood event. 

Further discussion of this relationship and findings is presented in following chapters. 

To understand the spatial distribution of tweets with respect to the flood impact 

areas, spatial data pertaining to flood extent was obtained from the City of Boulder (City 

of Boulder, 2014a). This data was generated by the City of Boulder using field surveys, 

Digital Globe Worldview satellite imagery, public input from Boulder crowdsourced 

online apps, and information from affected property owners. Street network data obtained 

from the City of Boulder was also used to evaluate relevance and reliability of tweets 

with regard to flood damages to roads and streets (City of Boulder, 2014b). 

3.2.3 Survey Data. 

Responses to a survey titled Public Perceptions of Warning and Alert Messages 

that was used in a Department of Homeland Security funded project to examine the 

Mississippi Gulf Coast residents’ understanding of alerts and warnings was used as 
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ancillary data for this study (Kar and Cochran, 2015b). The survey contained a question 

that investigated participants’ opinions about the contents that should be included in an 

emergency alert message; the selectable choices were “impact zone”, “time frame”, 

“recommended actions”, “when to take action”, “evacuation routes”, “shelter location”, 

and “who to contact for help”. Each of these choices reflects a critical aspect of risk 

information. The responses to this question represent public expectations of the content to 

be included in an alert message, which should not vary from place to place. Therefore, 

the results of this survey question were compared with information extracted from tweets 

to assess relevance of tweets in disseminating risk information. 

3.2.4 NOAA Warning/alert Messages. 

Warning/alert messages sent by NOAA-NWS during the 2013 Colorado flooding 

event were downloaded from NOAA Weather Forecast Office at Boulder in text format 

(US Department of Commerce, 2013). The messages document meteorological forecasts, 

observations, public watches, warnings, advisories, and other information as the flood 

unfolded. Therefore, these alert/warning messages were used as official reference 

information in evaluating reliability of tweets. However, instead of using individual 

messages, all messages were combined as a single text message for analytics purpose. 

3.2.5 Official Warning and Damage Assessment Reports. 

Different from NOAA warning/alert messages, which convey possible threats due 

to heavy rain and flood, assessment reports include information pertaining to post-event 

evaluation of the event and its impacts. There reports provide situational awareness about 

flooding and summarize damage to properties and infrastructures in the affected areas. 
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Additional official records, such as newspaper articles and town hall meeting briefings, 

that validated incidents and/or facts (i.e., damage to specific roads) were also used. 

3.3 Analytics and Techniques 

This section discusses the steps that were implemented to extract relevant risk 

information from tweets, and assess their reliability in disseminating valid risk 

information. Five different approaches were used to evaluate relevance of tweets based 

on extracted risk information, and binary change detection approach was used to 

determine reliability of tweets (Figure 3.5). 

 

Figure 3.5 Research Workflow 

3.3.1 Extraction of Relevant Risk Information: Bag-of-words Model. 

To filter tweets pertinent to the 2013 Colorado flooding event, a bag-of-words 

model was used, which is widely used in natural language processing and information 
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retrieval (Filliat, 2007; Tirilly et al., 2008; Wallach, 2006). A bag-of-words contains 

topic-specific search terms to measure the relevance of a document to the search terms. 

The bag-of-words in this study included Colorado, Boulder, Front Range, El Paso 

County and Boulder County, Denver metro, flash flooding, flooding, rain 2013, Coflood, 

cowx, CoRecall, news, emergency, impact, damaged bridges and roads, damaged houses, 

financial losses, evacuate, and evacuation.  These words were derived from two sources: 

top frequency words and hashtags corresponding to impacted locations, event impacts, 

and emergency management activities. The top frequency words served as indicator of 

popular topics that were covered by tweets; top hashtags were used to identify messages 

on specific topics. Using the bag-of-words, tweets were extracted from the list of geo-

tagged tweets present in Colorado (0.44% of the original data set), which were 

considered to be relevant, and were used in subsequent analysis. 

3.3.2 Survey Responses to Warning/alert Message Content. 

The analysis of the survey responses (discussed above) indicated that citizens 

hold various viewpoints towards the contents of warning/alert messages. Despite their  

varying preferences, all participants indicated that the following risk information should 

be included in warning/alert messages: “nature of disaster”, “impact zone”, “time frame”, 

“recommended actions”, “when to take action”, “evacuation routes”, “shelter location”, 

and “who to contact for help”. The findings of descriptive statistics conducted on the 

survey responses were compared with the risk information extracted from tweets to find 

if difference exists between what people expect and what was conveyed via social media. 

3.3.3 Evaluation of Relevance. 
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Five approaches using five official reference data sets were used to evaluate 

relevance of tweets and extract risk information from relevant tweets. A brief discussion 

of each approach is presented in the following section.  

1. Temporal: Exploring the relationship between temporal distribution of tweet 

volume and precipitation amount could be used to determine temporally relevant 

tweets. Precipitation was used as the reference data as it was the primary cause of 

severe flooding in the study site that lasted almost a week. Continuous heavy 

rainfall not only caused flooding, but induced heavy traffic on Twitter about the 

flooding event. Therefore, comparing the trend of tweet volume and precipitation 

amount was one way to evaluate relevance of tweets based on the topic. 

2. Spatial: If tweets are relevant to the floods, their spatial distribution should not be 

random. Rather, they should demonstrate a correlation with the degree of damage 

experienced across the study site. Therefore, the relationship of spatial 

distribution of tweets and degree of damage was examined statistically. 

3. Spatiotemporal: Because of the most intensive flood and damage, the 2013 

Colorado floods is also called the Boulder flood. Hence, tweets that were 

generated by residents of Boulder could be more representative and more 

reflective of the spatial and temporal distribution of the flood and its associated 

impacts. The spatial distribution of tweets over a six-day period with respect to 

the flood extent was mapped to identify relevance tweets. 

4. Content analysis: The seven choices from the survey correspond to seven aspects 

of risk information that were used to classify risk information extracted from 

tweets. No matter which category a tweet belongs to, it could be considered 
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relevant. By comparing the percentage of risk information extracted from survey 

responses and tweets, the difference between what people expected in 

warning/alert messages and what was conveyed in tweets could also be detected. 

5. Cosine similarity comparison: Cosine similarity comparison is a vector space 

model mostly used for comparing document relevance or similarity. In this 

research, contents of tweets were compared with official warnings or damage 

reports using cosine similarity approach. The approach calculates the cosine angle 

between two non-zero vectors (or two documents) and the similarity score 

represents the degree of relevance (0 means no relevance and 1 means very 

relevant or the same). (Indurkhya and Damerau, 2010). 

Documents are represented as vectors, and each vector holds a place for 

every term in the document collection. Binary approach is used for converting a 

document into a vector, namely, a value of 1 or 0 was used to represent a present 

or an absent term. The binary approach was chosen instead of using term 

frequency for conversion because tweets consist of similar or repetitive 

compressed messages that could significantly increase term frequency in tweets, 

thereby making the tweets and official warning or damage reports incomparable. 

Given two documents, d1 and d2: 

Similarity = cos (θ) = cos (d1, d2) = 
𝑑1·𝑑2

‖𝑑1‖‖𝑑2‖
 

where · indicates vector dot product, ‖d‖ is the length of the vector d. 

Due to the unstructured nature of tweets and their 140-character limit, they 

could not be directly compared with official reports. Furthermore, despite the 
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short length of each tweet, the large volume of tweets is likely to contain 

repetitive words. Therefore, instead of direct comparison of documents, top 50 

frequent words and top 10 non-redundant hashtags were compared with top 50 

frequent words from both NOAA warning/alert messages and official damage 

assessment reports. The rationale for using top frequent words and top hashtags 

was that top frequent words from tweets represent information from social media, 

and top frequent words from combined warning and damage assessment report 

represent risk information from the authority. If a certain degree of similarity 

exists between a tweet and the report, then the tweet is relevant to the event. 

6. Relevance score: MongoDB has a built-in function ($meta) that returns a 

matching score based on the provided terms to match with. Top 10 frequent words 

and top 10 hashtags were used as the terms to compute a relevance score for each 

of the 5202 geo-tagged tweets in Colorado. 

3.3.4 Evaluation of Reliability. 

In the context of risk communication, relevant information may not be reliable 

such as mention of the time or location of the event. However, reliable information must 

be relevant before being considered trustworthy. Once relevant tweets were extracted, the 

tweets were manually analyzed to identify names of damaged roads and streets, and the 

posted time of each tweet. The identified roads and streets were used as keywords to 

search for related information in official damage assessment reports and news reports. If 

a discussion of the roads/streets or the immediate neighborhoods were found in the 

official reports, the damage was reported to have happened around the same time as the 

posted tweets, and similar flood situations were described, then the tweets were 
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considered reliable.  Images of the impacted roads and streets that were identified from 

the tweets were also compared with those obtained from the reports/newspaper archives 

to assess reliability of tweets. 
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CHAPTER IV – RESULTS 

4.1 Evaluation of Relevance. 

4.1.1 Temporal Trend of Tweets Volume vs. Precipitation Amount. 

To investigate the relationship between tweet volume and precipitation over time, 

the daily volume of tweets and total precipitation across all rain gauge stations in 

Colorado from September 11th - September 15th were obtained. Both data sets were 

normalized to have the values range between 0 and 1 for comparison. Table 4.1 lists daily 

distribution of tweet volume and precipitation amount. Figure 4.1 plots the two data sets, 

and the correlation between them. It is apparent from Figure 4.1 that tweet volume 

increased with increase in precipitation amount, and experienced a significant increase on 

September 12th. Both tweet volume and precipitation dropped continuously after 

September 12th until both increased by a small amount on September 14th. A Pearson 

correlation between tweet volume and precipitation concentration resulted in a correlation 

coefficient of 0.778 (p = 0.05), which indicated the presence of a very strong relationship 

between the two variables. Therefore, it could be concluded that relevant tweets were 

produced on days when Boulder experienced significant rainfall and flooding. 

Table 4.1  

Normalized Tweets Volume and Precipitation 

Date Tweets Precipitation  

September 11th 0.03 0.19 

September 12th 0.41 0.35 

September 13th 0.33 0.20 

September 14th 0.11 0.11 

September 15th 0.12 0.14 
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Figure 4.1 Correlation between volume of tweets and precipitation (CCC, 2013) 

4.1.2 Spatial Distribution of Tweets vs. the Degree of Damage. 

To understand the extent to which volume and spatial distribution of tweets can 

reflect the spatial distribution of degree of damage, the tweets were aggregated by city, 

and overlaid with the impacted area map (Figure 4.2). A visual interpretation of the map 

clearly reveals that the tweets were not randomly distributed, but rather were 

concentrated in counties/cities that experienced severe damages, some of which have a 

large population. Table 4.2 lists the cities plotted in Figure 4.2 along with volume of 

tweets generated in each city, total population of each city, and the degree of damage 

experienced by each city (“Colorado City Rank,” 2016). It is evident from Table 4.2 that 

tweet volume is dependent on population of a city (high population density means high 

tweet volume) and is also influenced by the degree of damage. Denver, Colorado Springs, 

and Fort Collins are among the top four cities by population and by Tweet volume; with 

far larger populations than other cities, their tweet volume correspond to their population. 

However, the higher tweet volume for the following five cities - Boulder, Longmont, 
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Broomfield, Centennial, and Loveland is a result of flood damage. Therefore, it could be 

concluded that tweet volume is impacted by both population and damage extent. 

 

Figure 4.2 Tweets across damaged counties 
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Table 4.2  

Rankings of City by Tweet Volume vs. Population 

  City 
By Tweet  

Volume 

Tweet 

Volume 
Degree of Damage By Population Population 

Denver 1 16053 Severe 1 682,545 

Boulder 2 12665 Worst 11 456,568 

Colorado Springs 3 1776 Severe 2 359,407 

Fort Collins 4 1311 Worst 4 161,175 

Longmont 5 540 Worst 13 109,741 

Broomfield 6 362 Severe 15 107,349 

Aurora* 7 315 Severe 3 92,088 

Centennial 9 231 Severe 9 75,182 

Loveland 10 164 Worst 14 65,065 

Note: Cherry Creek is a neighborhood in Denver, so it was removed from the city list. 

To determine the extent to which tweet volume is influenced by city population 

and degree of damage, tweet volume and population were converted to a scale of 0 to 1 

and plotted in a stacked line chart (Figure 4.3). Tweet volume (blue line) decreases as 

population decreases with an exception of a trough and a crest. Being the worst damaged 

city, Boulder ranks the second in tweet volume but eleventh in population and therefore 

creates a trough in population curve (Freedman, 2013). Aurora is the only exception 

among the cities that ranked much higher in population than in tweet volume, which 

might be due to less severe damage in Aurora. Given the dependency of tweet volume on 

both population and degree of damage, it could be concluded that the extracted tweets are 

relevant to the flood event. 
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Figure 4.3 Tweet volume vs. city population 

 

4.1.3 Spatiotemporal Analysis of Tweets. 

Because of the intensity and severity of floods in Boulder, the 2013 Colorado 

floods is known as the Boulder flood. Therefore, tweets geo-tagged to Boulder were 

examined to reflect the spatiotemporal distribution of flood area. Figure 4.4 depicts the 

spatial distribution of geo-tagged tweets within Boulder city limit over six days  

(September 10th – September 15th). 
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Figure 4.4 Spatiotemporal distribution of tweets across Boulder 

The time-series tweet distribution (a green dot indicates one or more tweets if 

several tweets are from the same location, the blue represents the flood extent across 

Boulder) in Figure 4.4 indicate that the spatial proliferation of tweets occurred on 

September 12th and September 13th when the heaviest precipitation and subsequent 

flooding occurred. By contrast, tweets generated on other days are fewer and are sparsely 

distributed. It is evident from the spatial distribution of tweets with respect to flood extent 

that geo-tagged tweets are concentrated along the flooded river/creek channels rather than 

spread across the city. Even though the tweets were extracted based on their geographic 

location, the above-mentioned findings prove that the tweets are relevant to the flood 

event. Imposing geographical constraints to extract relevant information from social 
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media was found to be useful and could narrow the massive data to a small portion for 

effective use for emergency management purpose. 

4.1.4 Content Analysis. 

The risk communication that was conducted along the Mississippi Gulf Coast 

revealed that the most critical contents that should be included in an emergency alert 

message are nature of disaster, followed by “impact zone”, “time frame”, “recommended 

actions”, “when to take action”, “evacuation routes”, “shelter location”, and “who to 

contact for help”. A content analysis of relevant tweets was conducted using a list of 

keywords (Table 4.3) to extract risk information belonging to the above-mentioned 

categories. The results of the analysis (Figure 4.6) were then compared with survey 

responses (Figure 4.5), which indicated that no matter which category a tweet belongs to, 

the tweet could be considered relevant. 

Table 4.3  

Keyword for Each Category of Content Analysis 

Category Keywords 

Contact for help Help, need, assistance 

Damage, loss, and road closure Flooded, road, basement 

Shelter location Shelter, church, place, center 

Recommended action 
Action, evacuate, alert, siren, warning, stay safe, 

stay dry, stay inside, higher ground 

Impact zone Boulder 

Nature of disaster Flood, flooding 
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Figure 4.5 Percentage of survey responses for each category 

 

Figure 4.6 Percentage of risk information from tweets 

The survey responses (Figure 4.5) revealed that 70.07% of respondents expect 

information about nature of the disaster in alert/warning messages, 53.97% respondents 

require information about impact zone. Almost 40 – 45 % participants indicated their 

preference to have information about time frame, recommended actions, and when to take 

action in messages, and only 36 – 40% participants expect information about evacuation 

routes, shelter location, and who to contact for help in warning messages. The content 

analysis of tweets resulted in 62.18% and 82.18% tweets discussing nature of the disaster 

and impact zone, respectively (Figure 4.6) followed by recommended action (11.49%), 

damage & loss (8.32%), contact for help (4.16%), and shelter location (3.37%). 
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Evidently, the percent of survey responses belonging to each category of risk 

information differ from the percentage of tweets in each category. Because the keywords 

used to extract tweets in each category influenced the results, a better selection of 

keywords is needed to extract the content to eliminate bias. Nonetheless, both the survey 

and tweet analysis revealed that the public requires information about nature of the 

disaster and impact zone rather than other aspects of risk, which is reasonable because 

citizens’ need for information regarding contact for help or shelter location is dependent 

on their socioeconomic condition, degree of preparations, and/or past experiences with 

similar situations. Likewise, recommended action or damage & loss is meaningless 

unless the nature of the disaster and impact zone are known. 

4.1.5 Cosine Similarity Comparison. 

Cosine similarity comparison generates a similarity score representing the degree 

of relevance between documents. One of the documents used in the analysis contained 

top 50 frequent words from tweets along with top 10 non-redundant hashtags (see 

Appendix B), and the other document contained top 50 frequent words from NOAA 

warning/alert messages and official damage assessment reports (see Appendix B). 

Several methods can be used to create document vectors, such as raw term frequency and 

binary weights. Raw term frequency approach includes the frequency of occurrence for 

the term in each document in the vector, and binary weights approach considers the 

presence (1) or absence (0) of a term in the vector. 

While tweets are a collection of keywords-centric documents, NOAA alert 

messages and official damage assessment reports are story-based documents with 

contextual content. This inherent distinction made it difficult to create vectors for 
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comparison using raw frequency approach. Therefore, the presence or absence of a term 

in respective documents was used in a binary weights approach. Before converting each 

document to a vector (Table 4.4), the following steps were implemented: (i) eliminate 

special character (i.e. “â€”), (ii) remove meaningless character combinations (i.e. “wfos”, 

“awips”), (iii) combine words of different forms (i.e. “colorado”, “colo”,“coc”), (iv) 

eliminate adjective or auxiliary words that are general in meaning and have no 

relationship to flood (i.e. “great”, “may”, and “love”). 
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Table 4.4  

Document Vectors of Tweets and Official Reports 

Terms Tweets Official Reports 

Boulder 1 1 

Center 1 1 

closed 1 0 

coflood 1 0 

colorado 1 1 

county 1 1 

creek 1 1 

denver 1 1 

emergency 1 0 

flash 1 1 

flood 1 1 

flooding 1 1 

flows 0 1 

forecast 0 1 

front 0 1 

heavy 0 1 

help 1 0 

hydrologic 0 1 

issued 1 0 

news 1 0 

noaa 0 1 

nws 1 1 

park 1 1 

precipitation 0 1 

rain 1 1 

recommendation 0 1 

river 1 1 

road 1 0 

safe 1 0 

september 1 1 

springs 1 1 

stream 1 1 

warning 1 0 

water 1 1 

weather 1 1 
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Cosine similarity scores range from 0 (meaning dissimilar or not relevant) to 1 

(meaning very similar or the same), and in-between values indicates intermediate 

similarity or relevance. The cosine similarity score in this research is: 

Similarity = cos (45.5°) = cos (dtweets, dofficial reports) = 0.7. 

A relevance score of 0.7 indicates that the two term lists are inclined to be similar. 

Thus, conclusions can be made that the extracted tweets are relevant to official warning 

messages and damage assessment reports in terms of content. 

4.1.6 Relevance Score 

A relevance score was generated for each of the 5202 geo-tagged tweets in 

Colorado. Table 4.5 lists eight randomly selected tweets in descending order of their 

respective relevance score. Take the first, sixth, and eighth tweet for example with high 

relevance score, these tweets contain more flood relevant risk information than lower 

scored ones. The relevance score varied between 1.3 (lowest score) and 3.79 (highest 

score) for the 5,202 tweets. The lowest scored tweet, “Denver is a mess ;( Flooding!” 

(767th tweet in the database) rarely had any relevant information regarding the flood 

event. About 14% of the tweets based on their score were found to be relevant. 
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Table 4.5  

Relevance Score of Geo-Tagged Tweets in Colorado 

 Tweet Relevance 

Score 

1 Boulder Flash Flood: Four Mile Creek being flooded in Boulder, 

Colorado after several days of rain http://t.co/R86BI2kXec #iReport 

3.79 

2 80720: Flash Flood Warning issued September 11 at 3:23PM MDT 

until September 11 at 6:15PM MDT by NWS Boulder 

http://t.co/qi9DvK1pP7 

3.44 

3 Flooding on the Boulder Creek #boulderflood @ Boulder Creek 

http://t.co/Brdi9YM2MO 

2.91 

4 Shout out to Tweeps in Denver and Boulder with flooding. Stay safe! 

3 dead so far due to flash floods. 

2.45 

5 Evacuations for all along boulder creek north to at least spruce. Or 

go south if on that side. Do not cross boulder creek #boulderflood 

2.25 

6 Flash flooding along Fourmile Creek. 1.83 

7 Colorado flooding: How you can help: With deadly flooding 

inundating communities across Colorado, many are asking... 

http://t.co/7Nxds82RXq 

1.69 

8 Boulder's still gorgeous even after a storm @ University of Colorado 

Boulder http://t.co/r3ymLfkFG5 

1.42 

 

4.2 Evaluation of Reliability. 

4.2.1 Evaluation of Text Content. 

The findings of five different approaches (discussed above) indicated that the 

extracted tweets were relevant to the 2013 Colorado flood. Manually, from the relevant 

tweets, the name of damaged roads/streets, time of impact, and type of impact, were 

extracted (Table 4.6 and Appendix C). 
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Table 4.6  

Example of Identified Roads/Streets 

 Roads/streets Posted Time Associated Risk Information 

1 West of Broadway 09/12 03:02  Boulder Creek is about to spill its bank. 

2 Broadway & 

Arapahoe Avenue 

09/12 05:30  Water at Boulder Creek has come up 2.5 

feet in  

10 mins. 3 8th Street & 

Marine Street 

09/12 05:52  Gregory canyon drainage overtopping the 

underground culvert, flowing onto 8th St. 

near Marine. 

4 28th Street & 

Colorado Avenue 

 

09/12 06:09  Knee deep water at 28th St & Colorado 

Ave. 

5 15th Street 09/12 08:39  River taking back Boulder neighborhood 

street. 6 Highway 36 

underpass 

09/12 22:23 It’s raining! It’s pouring! 

7 8th Street between 

University of 

Colorado and 

Marine 

09/13 03:22 …basically, a raging torrent. 

8 30th Street & 

Foothills 

09/13 00:49 Colorado Avenue is closed between 30th 

and Foothill. 

9 30th Street 09/13 01:08 Water is coming up through drains on 30th 

and Colorado Ave…this could get ugly. 

10 Highway 36 09/13 01:30 Barely make it out of Boulder. Couldn’t 

get to hwy 36. 

11 Highway 36 09/13 02:33 Highway 36 is flooded, not way out. 

12 Highway 36 & 

Foothills  

09/13 05:32 Over 3 feet of water flooding. 

The extracted information of roads and streets that were damaged by the flood 

were used as keywords to search for related information in official damage assessment 

reports and news articles. If information about the same roads/streets or the immediate 
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neighborhoods were found in the reports, and similar flood situations were described,  it 

was concluded that the impacts occurred roughly around the same time as the posted 

tweet and that the tweets were reliable. Figure 4.7 displays the roads/streets identified in 

Table 4.6, which are marked on the map with a serial number. A detailed description of 

reliability assessment of the tweets listed in Table 4.6 is presented below. 

 

Figure 4.7 Example of identified roads/streets 

1. Using keywords “west of Broadway”, a related NOAA warning/alert message 

was found: Hourly rainfall intensity at the Sugarloaf RAWS station 6 mi. west of 

Boulder compared with gage height on Boulder Creek at Boulder (west of 

Broadway). The first flood peak closely followed the heavy rainfall before 
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midnight on 9/11-12, when 3.5” fell in 6 hours. (Data: rainfall: RAWS via 

WRCC; and streamflow: Colorado DWR; plotted by Jeff Lukas, WWA). 

The above message specifically mentioned the gauge height on Boulder 

Creek at west of Broadway following the flood peak that resulted from heavy 

rainfall before midnight on September 11th, which corresponds to the tweet and 

explains why “Boulder Creek is about to spill its bank at west of Broadway” at 

3:02 am on September 12th. With this warning message as proof, the first tweet in 

Table 4.6 could be considered reliable in terms of its location, time, and content. 

2. When searching for “Broadway” and “Arapahoe Avenue”, no direct evidence was 

found, which could be because Arapahoe Avenue being a county road is generally 

not included in official warning or damage assessment reports where a larger 

scale is used. However, as seen in Figure 4.7, the Boulder Creek flooded the 

crossing of Broadway and Arapahoe Avenue (marked 2), which probably made it 

possible for the observer to detect increased water level of 2.5 feet within 10 

minutes. Additionally, the tweet was posted at 5:30 am, which falls exactly within 

the period when Boulder Creek was officially identified to have experienced a 

rapid rise of water level (see Figure 3.2). 

3. The crossing of 8th Street and Marine Street (number 3) was impacted by flooding 

of Gregory Canyon Creek, which corresponds to the tweet content that the 

drainage of Gregory Canyon overflooded 8th street. Based on time, the previous 

tweet identified a rapid rising of water level on Boulder Creek at 5:30am, and 

then this tweet 20 minutes later reported inundation of roads due to flooding of 
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Gregory Canyon Creek which is adjacent to Boulder Creek. This shows that the 

risk information in the third tweet is reliable based on content and time. 

4. The intersection of 28th Street and Colorado Avenue (number 4 in Figure 4.7) is in 

the flooded area between Boulder Creek and Skunk Creek, and the tweet was 

posted at the height of flooding when the creeks rose rapidly above flood stage 

simultaneously. Due to continuous rainfall that flooded most tributaries, rushing 

water inundated most roads in Boulder City. An estimation of road damage was 

found in an official damage assessment report by NOAA (2014): Authorities 

estimate the flooding damaged or destroyed almost 485 miles of roads and 50 

bridges in the impacted counties. The content of this tweet indicates flooded roads 

with “knee deep water” and it was posted right after continuous heavy rainfall. 

Therefore, it can be considered a reliable tweet. 

5. The fifth tweet was posted in a similar context as the fourth tweet, and the user 

appears to have witnessed the neighborhood streets were all flooded. Considering 

this tweet was reliable, 15th street could be marked inundated so that these roads 

could be avoided for evacuation. 

6. State Highway 36 was mentioned several times in tweets, with the earliest 

mention being on September 12th when excessive rainfall continued to intensify 

the flooding situation. The 6th, 10th, 11th and 12th tweets also referred to the 

condition of Highway 36, such as nearby raining and pouring, flooded situation 

with over 3 feet of water, and its subsequent closure. Evidence of this situation 

was also found in an official damage assessment report (NOAA, 2014): Based on 

FEMA information, the flooding destroyed more than 350 homes with over 19,000 
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homes and commercial buildings damaged, many of which were impossible to 

reach except on foot. Flooding resulted in a total of 485 miles of damaged 

roadway, destroyed 30 state highway bridges, and severely damaged another 20 

bridges. During the height of the flooding, authorities were forced to close 36 

state highways. Some highways could not be repaired for weeks or even months. 

Therefore, these tweets were considered to be reliable. The sixth, tenth, 

and twelfth tweets were geo-located along Highway 36, but the eleventh tweet 

was posted beyond the city limits of Boulder. Being posted in a place that is far 

from the site, it is hard to prove the reliability without referring to other tweets 

that also mentioned Highway 36. In this case, the eleventh tweet is reliable based 

on content though the posted location did not correspond to the impact location. 

From this point of view, keywords that were verified to be related to important 

incidents, such as Highway 36, could be used to extract tweets that are beyond the 

spatial limit of the study area or even do not possess any geo-location 

information. This approach would yield a large volume of relevant tweets. 

7. The seventh tweet posted that a portion of eighth Street between University of 

Colorado Boulder (CU Boulder) and Marine Street (number 7 in Figure 4.7) 

experienced severe rainfall at 3:22 am on 9/13. Geographically speaking, the site 

is present near the juncture of Boulder Creek, Sunshine Canyon Creek, and 

Gregory Canyon Creek. Thus, the street was highly likely to be flooded at that 

time. A piece of news by Huffing Post, “around 80 buildings on campus were 

damaged in some form, CU Boulder police tweeted, and raw sewage was flowing 

from a pipe in one area.” (Kingkade, 2013) confirmed this tweet. A campus 
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damage assessment report (Department of Higher Education, 2013) also reported 

that “80 of 300 structures on the Boulder campus sustained some damage. The 

damage is described as “widespread” but not severe.” These two news articles 

confirmed the reliability of the tweet. 

8. The eighth and ninth tweets were geo-located along the flooded Skunk Creek 

(Figure 4.7). While 30th Street was still getting flooded, the adjacent Colorado 

Avenue was already closed. Both streets are located in the Foothills area, which 

was reported to have been seriously impacted by flood in a damage assessment 

report summary: “Foothills around Boulder also saw severe flooding and debris 

flows” (Western Water Assessment, 2014). 

4.2.2 Evaluation of Image. 

Risk information conveyed by images available from tweets is more emotionally 

appealing and influencing when used to motivate public response. Often, it is through 

images that people develop a deep impression of how destructive natural hazards could 

be (Vis et al., 2013). However, according to a study on tweet content categorization, 

around 4% of tweets are spams at all times (Kelly, 2009), which doubtlessly include 

images. Research has also shown that fake images tend to be propagated via web during 

crises (Gupta et al., 2013). Despite abundant research on filtering out spam or phishing 

tweets (Benevenuto et al., 2010; Song et al., 2011; Wang, 2010a, 2010b), studies 

focusing on diffusion of fake images are sparse (Gupta et al., 2013).  Techniques used to 

eliminate spam tweets include URL shortening services, domain and popular blacklists 

detection, and machine learning.  However, none of the above-mentioned approaches 

were implemented in this study; rather, a manual content analysis of images was 
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conducted. The images were considered reliable if they: (i) correspond to facts mentioned 

in tweets, (ii) mutually prove each other, or (iii) gain support from other sources. 

From the relevant tweets, 42 images were randomly selected of which 33 images 

reflect the facts/incidents that have been validated in the previous section. A common 

characteristic shared by the images was that they all corresponded to a specific location. 

Figure 4.8, 4.9, 4.10, and 4.11 display the images extracted from tweets. 

 

Figure 4.8 Images of Boulder Creek 
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Figure 4.9 Images of flooded streets 

 

Figure 4.10 Images mutually prove each other 

The images shown in Figure 4.10 were taken at the same location by different 

people, at different time, and from different angles. The flood water falling from the 
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bridge created the “beautiful” waterfall and, thus, attracted people to take pictures to 

document the severity and rarity of the flood. The bottom three images in Figure 10 

recorded the increased water level at Boulder Creek under Broadway Bridge, which 

clearly displays the temporal change of flood severity. This finding is of critical 

importance for crowdsourcing-based risk communication as massive images could 

mutually verify each other despite lack of external information. 

 

Figure 4.11 Images took by a local news reporter 

Images in Figure 4.11 were taken by a local news reporter, Mr. Jake Shapiro, who 

posted tweets about flood situations in several locations along with pictures. The 

locations that were mentioned by the reporter were: Colorado Avenue, the backyard of 

Boulder High School, Folsom Field Stadium, and 28th Street & Arapahoe Ave. The text 

and images posted by the reporter could be regarded as reliable. 
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CHAPTER V DISCUSION AND CONCLUSION 

Despite its popularity for providing up-to-date information pertaining to disasters, 

and although several studies have evaluated different aspects of data quality of 

crowdsourced data, little research has been conducted to examine relevance and 

reliability of risk information available from crowdsourced data. This research focused on 

analyzing geo-tagged tweets to ensure that the contents of tweets were generated by those 

who experienced or witnessed the 2013 Colorado flood rather than by “outsiders” who 

were not on the scene. This chapter discusses the findings of various methods used to 

assess relevance and reliability, and their significance to risk communication. The chapter 

also identifies limitations of the study and future research directions, and finally, 

summarizes the contributions of this study. 

5.1 Relevance of Tweets to Risk Communication. 

Five distinct approaches - temporal, spatial, spatiotemporal, content analysis, and 

cosine similarity comparison were used to find relevant tweets that conveyed risk 

information to help public undertake preparatory actions to mitigate flood impact. Each 

approach helped extract relevant tweets based on their spatial and temporal distribution in 

relation to intensity and severity of flood, flood impact areas, and flood induced damages 

to road networks. Despite their effectiveness in extracting relevant tweets, a combination 

of these approach should be implemented to ensure extraction of all relevant tweets.  

Nevertheless, the implementation of any of these approaches necessitated extraction of 

geo-tagged tweets that were concentrated in Boulder (the study site) to eliminate 

introduction of rumors and misinformation. Although the spatial and temporal 

approaches helped extract relevant tweets that were spatially clustered on days with the 
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heaviest precipitation in areas with high population density and high degree of damage, 

tweet volume was found to be dependent largely on population density and damage 

extent. Therefore, spatial distribution of tweet volume could not be used as an indicator 

of severely damaged areas that need to be targeted for emergency management efforts as 

pointed out by Kryvasheyeu et. al. (2016). 

The content analysis of tweets revealed that what people expect to be included in 

an alert message is different from what is conveyed by individuals in social media. While 

the survey responses indicated public’s need to gain information about nature of the 

disaster, impact zone, time frame, recommended actions, when to take action, evacuation 

routes, shelter location, and who to contact for help in order of rank via alert messages, 

majority of the tweets tend to provide information about nature of the disaster and impact 

zone. Although information about these two components of a disaster is crucial for 

individuals to take appropriate actions to reduce disaster impacts, from a risk 

communication perspective, it may not be prudent to use tweets to disseminate 

information about other components identified by the survey response. 

The cosine similarity comparison approach compared selected terms in tweets 

with official warning/assessment reports. The approach resulted in a relevance score of 

0.7, which indicates that the two documents are relevant. However, just because the 

tweets are relevant to the reports does not mean that the tweets provide an in-depth 

information about the event or its impacts like the reports. So, the relevant tweets must be 

used with caution, and be complemented with other ancillary data sets and reports. 

Different from cosine similarity comparison approach, the relevance score of 5202 geo-

tagged tweets in Colorado was derived using the MongoDB built-in function ($meta). 
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Top frequent words and hashtags are the terms based on which the scores were generated, 

which is different from the reference data in cosine similarity comparison. 

5.2 Reliability of Tweets to Risk Communication. 

To assess reliability, two main approaches were used. In the first approach, 

experts with knowledge of the area and flood event verified and validated the risk 

information obtained from tweets by comparing them with authoritative data, 

specifically, reports obtained from NOAA and FEMA. In this approach, the focus was 

roads and street networks that were damaged or flooded by the event on different dates 

and times. In the second approach, images obtained from tweets were compared with 

images and text-based contents derived from official reports and news articles. In some of 

the incidents, multiple images were posted about the damage, which enabled mutual 

validation of the information, and identification of reliable tweets. In other cases, the 

content analysis of images either corresponded or supplemented the text-based content 

derived from reports. The 720 (14%) tweets that were used in reliability assessment were 

relevant ones with a relevance score higher than 1.3 (see Table 4.7). It is apparent that 

relevant tweets tend to be reliable, but only 3% of the relevant tweets contained names of 

flooded or damaged roads/streets/rivers/creeks, and thus are validated to be reliable. 

5.3 Research Outcomes. 

5.3.1 Implications for Risk Communication. 

An important outcome of this research is an integrated methodological framework 

to extract and evaluate relevant and reliable risk information that could facilitate risk 

communication, increase situational awareness, and public response to natural hazards. 

Different from traditional risk communication approach, which is a top-down and 
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centralized model, crowdsourcing based risk communication offers bottom-up, 

centralized, and collaborative mechanism that enable more communication possibility 

among EMAs and the public. Based on literature review of existing research (Alabri and 

Hunter, 2010; Forghani and Delavar, 2014; Meek et al., 2014), this research reassured the 

important role of crowdsourcing-based risk communication and revisited the issues with 

crowdsourced data quality. Information overloading, lack of metadata, and uneven data 

quality are some of the key issues with crowdsourced data. Therefore, relevance and 

reliability evaluations is vital to alleviate or eliminate the above-mentioned problems. 

The extracted risk information could help emergency organizations and 

responders to coordinate relief efforts and mitigate hazard impacts to lives and properties. 

Given the time-consuming and expensive nature of the implemented approaches, the 

findings may not be referable and the methodology may not be replicated in an 

emergency setting. However, automating the methodology could provide critical risk 

information in a timely manner to be useful for EMA activities. 

The public could benefit from the extracted risk information by increasing their 

situational awareness, take preparatory actions, and minimize hazard impacts. As social 

media has become popular during risk communication (Ding and Zhang, 2010; Veil et 

al., 2011; Wendling et al., 2013), it is vital for public to realize that social media sites 

may contain useful or actionable information and the specific types of risk information. 

The methodology implemented in this study could help the public avoid blind usage of 

social media, such that the public could wisely choose the social media sites that suit 

them and make the most of social media risk communication. Nevertheless, it is also 

important to understand the proportion of useful or actionable information on social 
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media sites, and learn how to distinguish relevant and reliable information from massive 

social data. This research demonstrated ways to choose reference data according to 

corresponding situations and the possible ways to determine relevant and reliable 

crowdsourced data. The research also demonstrated the extent to which crowdsourced 

data could be used for risk communication and to increase situation awareness of public 

following a disaster.  

5.3.2 Implications for GIScience. 

Despite being interdisciplinary, this study is positioned in the field of GIScience 

and the broader geography. Use of various geospatial datasets and the spatiotemporal 

approaches/thinking implemented in this research and the use of Volunteer Geographic 

Information derived from crowdsourced data makes the study a geographical study. 

Combing distinct subfields of geography, including hazard geography (research subject) 

and computational geography (research methodology), this research enriches the content 

of geographical research and promotes the intersection between different sub-disciplines. 

The role of GIScience in emergency response is not new. Geospatial concepts and 

technologies have been applied throughout each stage of emergency response, such as 

preparedness and rescue (Cutter, 2012). However, this research demonstrated an 

integrated use of spatiotemporal and temporal approaches to assess data quality of 

crowdsourced data using intrinsic approaches, which is an area of ongoing research and 

of concern among crowdsourced data users (Alonso and Mizzaro, 2012). This research 

also enabled combining geospatial data (precipitation, flood extent, degree of flood 

damage, etc.) and non-geospatial data (survey data, official warnings/alerts, and official 

assessment reports) for data quality assessment and risk communication. 
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The geographical methods and techniques implemented in this study could be 

used to assess relevance and reliability of data that could be used during emergency 

management. Despite the time-consuming nature of the application, the findings are 

valuable to complement other emergencies management resources. Therefore, this 

research is of significance to GIScience discipline, specifically, data quality of data sets 

as well as to risk communication that relies on timely and updated data to save lives. The 

research also strengthens the need to integrate GIScience and crowdsourcing to increase 

situational awareness and enable public response to natural hazards in web 2.0. 

5.4 Limitations and Future Research. 

Although the geo-location approach implemented to extract tweets for this study 

probably eliminated misinformation or rumors (Lee et al., 2011), it may not be effective 

in case of other hazards occurring in other countries. For instance, an analysis of 2015 

Nepal earthquake resulted in less than 0.44% of geo-tagged tweets, which could be 

because Nepal has a very limited Twitter population compared to developed countries, 

i.e. U.S. (Kulshrestha et al., 2012). Out of one million tweets, only 0.44% were geo-

tagged to the study site and were used in this study. The low percent of geo-tagged tweets 

could decrease in case of extreme weather events that cause power failure and 

communication disruption as well as due to rising concern about privacy that prohibits 

citizens from sharing their personal information including location. 

There are other issues that could hinder the use of tweets by EMPs during real-

time emergency management. First, the data used in this research was purchased from 

Gnip Inc. (used to be a subsidiary company of Twitter Inc.) for $1,250.00. Purchasing 

tweets is not a wise way to spend money during emergencies when disaster response and 
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recovery efforts call for a great portion of disaster relief fund. Furthermore, purchasing 

tweets ensures post-processing rather than real-time analytics for emergency response 

purpose, which is the need of EMPs to reduce impact. Although real-time tweets could be 

obtained using Twitter API for free, this automatic download tends to return only 1% of 

the total tweet volume that match the search terms (Twitter Inc., 2017). It is probable that 

the low percentage of real-time tweets obtained using API would eliminate a significant 

number of tweets that might be relevant. Second, data collection, data cleaning, and 

implementation of the methodologies are time consuming, computationally intensive, and 

require skilled professionals. Therefore, using crowdsourced data for emergency 

management activities would be inefficient for local EMPs unless automated tools and 

algorithms are developed to enable tweet use in real-time. Third, given that the EMAs’ 

main responsibilities during an emergency is to coordinate response and recovery efforts, 

they may not be interested in knowing what people expect to be communicated in an alert 

message. However, knowing the kind of risk information the public expects will help 

EMAs send out the specific information via social media and also use social media to 

increase situation awareness in a timely manner. 

The methodology used in this research is dependent on the hazard event and 

available reference data sets. For instance, precipitation data was collected to understand 

flood impacts and extent, and extract tweets pertaining to this event and location. This 

methodology demonstrated a way of integrating available data and approaches to 

evaluate relevance and reliability of tweets in disseminating risk information, which is 

gaining interest and focus in emergency management. However, this methodology has a 

number of limitations. First, despite having local knowledge, manual identification of 
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reliable tweets is not only time consuming, it could introduce potential errors. Second, the 

total number of tweets that could be manually interpreted is limiting in comparison to the 

potentially reliable tweets. Third, biases could be introduced by human readers due to 

varying cognition and judgement toward the same issue. Thus, use of manual check of 

reliability prevented from real-time reliability evaluation. 

Despite the limitations associated with human annotation, it is commonly used as 

the main or supplementary method for evaluating reliability (Castillo et al., 2011; Grady 

and Lease, 2010; Gupta and Kumaraguru, 2012). In a study on automating assessment of 

the reliability of Twitter messages (Castillo et al., 2011), people were paid to determine 

the authenticity (“true” or “not true”) of each pre-identified emerging topic on Twitter. 

Another study assessing crowdsourced data quality employed human experts and 

authoritative data, and found that involvement of experts played a critical role in the 

control of data quality (See et al., 2013). Human annotators were asked to rate the 

credibility (which is used interchangeably with reliability in the context) of information 

based on given choices, including Definitely Credible, Seems Credible, Definitely Not 

credible, and I Can’t Decide (Gupta and Kumaraguru, 2012). Future research should 

therefore use deep learning to develop a metabase of keywords for reliability assessment 

that would eliminate human involvement.  

The steps implemented in this research were progressive, i.e., each step is based 

on the implementation of a previous step and could not be reversed. The joint use of geo-

tagged tweets and bag-of-words extracted a significant number of tweets with high 

relevance and reliability. However, it was assumed that a large number of local public 

generated the tweets, which in reality may not be the case as seen from Nepal 
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Earthquake. If that happens, then the tweet volume would be small enough to be useful 

for emergency management activities. Furthermore, the methodology developed in this 

research may not be useful with a small percent of tweets. Therefore, it might be efficient 

and effective to use a citizen science based portal that would allow impacted population 

to share information specific to a hazard event (Kar, 2015) or use the new social media 

site “next door” that eliminates participation of “outsiders” beyond certain zip codes. 

Out of 100% of tweets, 14% were relevant and 3% reliable. Given these results, 

despite the rich content of tweets, the time and money spent on obtaining tweets and 

other data sets, and implementing the methodology is not justifiable from EMA 

perspective. Therefore, future research should focus on developing a matrix to assess data 

quality of tweets, automating implementation of techniques, and implementing machine 

learning approaches to assess reliability. 
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APPENDIX A - Code 

A.1 MongoDB Code 

Extract English tweets: 

db.Twitter.aggregate({$match:{ twitter_lang:"en"}},{$out:”en_tweets”})  

1017024 

Extract tweets with coordinates and save into geo collection: 

db.en_tweets.find().forEach(function(doc){ 

if(doc.geo) 

db.geo.save(doc);})  16551 

Extract tweets posted or shared from users in Colorado among geo-tagged tweets: 

db.en_twitter.aggregate({$match: 

{$or:[{"actor.location.displayName":/colorado/}, 

{"actor.location.displayName":'co'}, 

{"actor.location.displayName":/boulder/}, 

{"actor.location.displayName":/front range/}, 

{"actor.location.displayName":/el paso/}, 

{"actor.location.displayName":/denver metro/}, 

{"actor.location.displayName":/boulder,co/}, 

{"actor.location.displayName":/denver,co/}, 

{"actor.location.displayName":/boulder,colorado/}, 

{"actor.location.displayName":/denver,colorado/}, 

{"actor.location.displayName":/colorado,us/}, 

{"actor.location.displayName":/denver metro/}, 
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{"actor.location.displayName":/denver/}, 

{"actor.location.displayName":/deadman hill/}, 

{"actor.location.displayName":/joe wright/}, 

{"actor.location.displayName":/fort collins/}, 

{"actor.location.displayName":/sugarloaf/}, 

{"actor.location.displayName":/fort carson/}, 

{"actor.location.displayName":/adams county/}, 

{"actor.location.displayName":/arapahoe county/}, 

{"actor.location.displayName":/broomfield/}, 

{"actor.location.displayName":/fremont county/}, 

{"actor.location.displayName":/jefferson county/}, 

{"actor.location.displayName":/fremont county/}, 

{"actor.location.displayName":/larimer/}, 

{"actor.location.displayName":/logan county/}, 

{"actor.location.displayName":/morgan county/}, 

{"actor.location.displayName":/pueblo county/}, 

{"actor.location.displayName":/weld county/}, 

{"actor.location.displayName":/clear creek/}] } 

{$or:[{"actor.location.displayName":{$ne:/texas/}},{"actor.location.displayName

":{$ne:/utah/}},{},]},{$out:"en_geo_co"}) 

A.2 R Code 

cname = 

setwd("C:/Users/XiaohuiLiu/Dropbox/TwitterData/CompareStudy/CO_R") 
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dir(cname) 

docs <- Corpus(DirSource(cname)) 

library(tm) 

docs <- Corpus(DirSource(cname)) 

summary(docs) 

docs <- tm_map(docs, removePunctuation) 

for(j in seq(docs)) 

{ 

docs[[j]] <- gsub("/", " ", docs[[j]]) 

docs[[j]] <- gsub("@", " ", docs[[j]]) 

docs[[j]] <- gsub("\\|", " ", docs[[j]]) 

} 

docs <- tm_map(docs, removeNumbers) 

docs <- tm_map(docs, tolower) 

docs <- tm_map(docs, removeWords, stopwords("english")) 

library(SnowballC) 

docs <- tm_map(docs, stemDocument) 

docs <- tm_map(docs, stripWhitespace) 

docs <- tm_map(docs, PlainTextDocument) 
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APPENDIX B – Top Frequent Words & Hashtags 

1. Top 50 frequent words list from tweets. 

 
Words Frequency 

1 colorado 2798 

2 boulder 1865 

3 flood 851 

4 mdt 848 

5 september 815 

6 flooding 681 

7 flash 478 

8 denver 459 

9 warning 448 

10 issued 438 

11 nws 429 

12 springs 356 

13 rain 298 

14 boulderflood 248 

15 creek 210 

16 state 156 

17 emergency 151 

18 people 150 

19 like 144 

20 county 141 

21 park 136 

22 floods 135 

23 today 135 

24 weather 135 

25 day 132 

26 water 122 

27 coflood 119 

28 colo 112 

29 new 112 

30 will 109 

31 good 108 

32 time 101 

33 closed 93 

34 one 93 

35 love 92 

36 safe 91 

37 home 88 

38 stay 85 

39 center 84 
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40 news 84 

41 know 83 

42 come 79 

43 great 77 

44 road 76 

45 city 75 

46 night 75 

47 see 75 

48 front 74 

49 school 74 

50 help 73 

 

2. Top 10 hashtags from tweets. 

 Hashtag 

1 Colorado 

2 boulderflood 

3 Coflood 

4 cowx 

5 NeverForget 

6 flooding 

7 GodBlessAmerica 

8 news 

9 CORecall 

10 Denver 

 

3. Top 50 frequent words from NOAA warning/alert messages. 

 
Word Frequency 

1 flood 5198 

2 flooding 2706 

3 rain 2442 

4 boulder 2328 

5 feet 2238 

6 heavy 2136 

7 sep 1840 

8 inch 1598 

9 near 1550 

10 counti 1432 

11 weather 1320 

12 denver 1284 

13 county 1276 
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14 service 1188 

15 national 1180 

16 south 1036 

17 coc 1008 

18 colorado 1000 

19 water 902 

20 kbou 836 

21 larimer 804 

22 counties 802 

23 act 776 

24 weld 764 

25 rainfall 760 

26 area 750 

27 northeast 738 

28 wgus 692 

29 latlon 676 

30 precautionarypreparedness 610 

31 jefferson 604 

32 stream 594 

33 central 586 

34 continue 586 

35 areas 566 

36 park 532 

37 locations 490 

38 afternoon 486 

39 north 486 

40 may 484 

41 roads 446 

42 stat 414 

43 adams 390 

44 arapahoe 386 

45 flows 386 

46 across 382 

47 minor 370 

48 west 370 

49 douglas 358 

50 number 350 

 

4. Top 50 frequent words from official damage assessment reports. 

 Word Frequency 

1 boulder 722 

2 flood 589 
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3 september 530 

4 river 513 

5 wfo 495 

6 colorado 470 

7 flooding 442 

8 nws 435 

9 forecast 417 

10 flash 393 

11 rainfall 391 

12 event 384 

13 â€“ 371 

14 new 345 

15 creek 337 

16 weather 330 

17 south 275 

18 hpwwacoloradoedu 249 

19 platte 242 

20 hydrologic 235 

21 data 232 

22 front 220 

23 â€â€ 213 

24 heavy 208 

25 central 207 

26 precipitation 207 

27 figure 200 

28 partners 198 

29 service 198 

30 range 196 

31 wfos 186 

32 time 182 

33 area 172 

34 system 169 

35 pueblo 168 

36 recommendation 162 

37 local 158 

38 training 153 

39 county 151 

40 finding 150 

41 basin 148 

42 events 148 

43 denver 144 

44 services 141 

45 forecasts 135 

46 information 132 
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47 rain 130 

48 â€• 129 

49 noaa 127 

50 awips 126 
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APPENDIX C – Examples of Identified Road/Streets 

 Roads/streets Posted 

Time 

Associated Risk Information 

1 West of Broadway 09/12 03:02  Boulder Creek is about to spill its bank. 

2 Broadway & Arapahoe 

Avenue 

09/12 05:30  Water at Boulder Creek has come up 2.5 

feet in 10 mins. 

3 8th Street & 

Marine Street 

09/12 05:52  Gregory canyon drainage overtopping 

the underground culvert, flowing onto 

8th St. near Marine. 

4 28th Street &  

Colorado Avenue 

 

09/12 06:09  Knee deep water at 28th St & Colorado 

Ave. 

5 15th Street 09/12 08:39  River taking back Boulder 

neighborhood street. 6 Highway 36 underpass 09/12 22:23 It’s raining! It’s pouring! 

7 8th Street between 

University of Colorado 

and Marine 

09/13 03:22 …basically, a raging torrent. 

8 30th Street & Foothills 09/13 00:49 Colorado Avenue is closed between 30th 

and Foothill. 

9 30th Street 09/13 01:08 Water is coming up through drains on 

30th and Colorado Ave…this could get 

ugly. 

10 Highway 36 09/13 01:30 Barely make it out of Boulder. Couldn’t 

get to hwy 36. 

11 Highway 36 09/13 02:33 Highway 36 is flooded, not way out. 

12 Highway 36 & 

Foothills  

09/13 05:32 Over 3 feet of water flooding. 
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