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In many experiments involving a magneto-optical trap (MOT) it is of great importance to know the fraction of atoms placed in an excited state due to the trapping process. Generally speaking, researchers have had to use overly simplistic and untested models to estimate this fraction. In this work, the excited fractions of \(^{87}\)Rb atoms in a MOT are directly measured using a charge transfer technique, for a range of MOT parameters. Simple models are then fit to the measured fractions. Using the results of this work, the excited fraction of \(^{87}\)Rb atoms trapped in a MOT can be accurately estimated with knowledge of only the trapping laser intensity and detuning. The results are, at most, only weakly dependent on other MOT parameters.
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I. INTRODUCTION

In many experiments involving atoms in a magneto-optical trap (MOT), it is important to know the spatial- and time-averaged fraction, \(f\), of atoms put into an excited state due to the trapping process. For example, the most common method for estimating the total number of atoms in a MOT is to measure the fluorescence from the MOT, which leads to a time-averaged fraction, \(P\), for a MOT. As another example, in cold collisions experiments, knowledge of the fraction of atoms in an excited state can be critical. However, most estimates of excited fractions are based on a simple model [1] for a two-level system excited by an optical traveling wave, having a well-defined polarization, and incident on the MOT from a single direction:

\[
f = \frac{III}{1 + 2III + (2\delta \Gamma)^2}.
\]

Here, \(\delta\) is the detuning of the trapping laser frequency from resonance, \(\Gamma\) is the full linewidth of the transition; for \(\text{Rb}(5S_{1/2} \rightarrow 5P_{3/2})\), \(\Gamma/2\pi = 5.98\) MHz. Also, \(I\) is the measured total trapping laser intensity, and \(I_s\) is the so-called saturation intensity, often given [2] by

\[
I_s = \frac{2\pi \hbar c \Gamma}{3\lambda^3}.
\]

In this expression, \(\lambda\) is the transition wavelength, \(c\) is the speed of light, and \(\hbar\) is Planck’s constant. For the Rb \(D2\) transition, Eq. (2) gives \(I_s = 3.28\) mW/cm\(^2\).

Equation (1) can also be written in terms of the saturation parameter, \(s\):

\[
f = \frac{s}{1 + 2s},
\]

where

\[
s = \frac{II_s}{1 + (2\delta \Gamma)^2}.
\]

A MOT is a much more complicated environment than the simple model of Eq. (1) was intended to describe. For example, the system under study in this work, trapped \(^{87}\)Rb, consists of more than two levels: there are two hyperfine-split \(^{3}S_{1/2}\) ground states and four hyperfine-split excited states in the \(^{5}S_{1/2}\) manifold. Even more importantly, each of these hyperfine levels is Zeeman split by the MOT’s magnetic field. There are three pairs of counter propagating beams of light, having different polarizations. This leads to complicated spatially and temporally varying optical intensities. Furthermore, optical pumping by these complicated fields yields an unknown distribution of \(m_F\), which means that the nominal value of \(I_s\) given in Eq. (2) could be inappropriate. Most importantly, the applicability of this model to a MOT has never been experimentally verified.

In measurements of the absolute cross sections for the photoionization of the \(5p\) state in Rb, Dinneen et al. varied the trapping laser intensity while holding the detuning constant and measured the photoionization rate [3]. By fitting the ionization rate to an excited state saturation curve based on Eq. (1), and applying an overall scaling factor to ensure that \(f\) saturated at a value of 0.5, Dinneen et al. deduced an effective saturation intensity, \(I_e\). They thereby obtained a model-dependent determination of \(f\).

Recognizing that Eq. (1) represented a vast oversimplification of reality, Townsend et al. [4] proposed a slightly less severe approximation:

\[
f = \frac{C_1^2 \frac{II_s}{1 + 2 \Gamma C_2^2 II_s + (2\delta \Gamma)^2}},
\]

where \(C_1\) and \(C_2\) are average Clebsch-Gordon (CG) coefficients.

In a more rigorous effort, Javanainen [5] modeled the population dynamics in a MOT and fit his calculated populations to the ansatz:
where , , and , are the fitted parameters. Here, and are effective CG coefficients at low and high values of , respectively. The parameter , is used to define what one means by “high” and “low.” Note that for , and for , . Thus, for extreme values of the saturation parameter, Eqs. (6) become equivalent to Eq. (1), but with an effective value of saturation intensity given by . The result of Javanainen’s work was recommended values of the three fitted parameters, which were found to depend on the total angular quantum numbers and , the lower and upper levels of the trapping transition. As in the case of the other, simpler models, there has been no experimental verification of Javanainen’s model.

So, the questions are, can the complicated physics in a MOT, as it pertains to the excited state fraction, be simply and conveniently modeled. And if so, how can the model be tested.

One answer to the second question is to use magneto-optical trap recoil ion momentum spectroscopy (MOTRIMS) [6,7] to measure charge transfer between a beam of ions and the trapped atoms, as a probe of the excited state fraction. MOTRIMS is a well-established methodology that can be used to measure excited state fractions in a model-independent manner. It is the intention of this paper to answer the first question for the special case of 87Rb, trapped in the , 2 channels. The relevant ratio of charge transfer cross sections is determined. The peak labeled 5 is due to capture from Na(3d) to Na(3p), while the peak labeled 6 is due to capture from Rb(5s) to Na(3s). These two peaks were used to measure the excited fraction in the MOT. The recoil momentum vector is determined through the use of time of flight and two-dimensional position-sensitive detection. By plotting the charge transfer count rate as a function of measured , one can deduce the relative contributions of different charge transfer channels to the overall charge transfer cross section. A typical “Q-value spectrum” for 7 keV Na+ on trapped Rb is shown in Fig. 1. Each peak in the spectrum corresponds to a charge transfer channel. The number of counts in each of these peaks is proportional to the number of targets in the initial state times the charge transfer cross section for that channel. Thus, the relative count rates for each of the different channels, divided by the corresponding relative cross sections, directly give [7] the relative numbers of targets in the different initial states. That is, the excited state fraction is given by

where , and are the areas under the peaks in the Q-value spectrum corresponding to capture from Rb(5s) and Rb(5p), to Na(3s) and Na(3p), respectively, as shown in Fig. 1. Therefore, the relative number of counts in the charge transfer channels corresponding to capture from the 5s and 5p states of Rb, measured as functions of trapping laser detuning and intensity, can be directly converted into a measure of the average excited state fraction for those trapping laser parameters.

Because the accuracy of the excited fraction reported here depends on the accuracy with which was measured, it is appropriate to briefly describe that measurement. The essential idea is that if the trapping laser is turned off for a time that is long compared to the decay time of the Rb(5p/2), but short compared to the time it takes the
trapped atoms to move out of the path of the Na+ beam, then the total number of atoms “seen” by the ion beam will not change, but the excited fraction will have gone to 0. (Here the laser-off time was 200 μsec.) That is,

\[ n_s + n_p = \text{const} \Rightarrow \Delta n_s + \Delta n_p = 0, \tag{9} \]

where \( \Delta n_x \) means the difference in the population of the \( x \)th state with laser on and off. Furthermore, the area under any channel’s peak in a \( Q \)-value spectrum, say the channel for charge transfer from Rb(\( x \)) to Na(\( y \)), is

\[ A_{x \rightarrow y} \propto n_x \sigma_{xy} \Rightarrow \Delta A_{x \rightarrow y} \propto \Delta n_x \sigma_{xy}, \tag{10} \]

where \( \sigma_{xy} \) is the cross section for charge transfer from Rb(\( x \)) to Na(\( y \)), and the constant of proportionality contains beam overlap with target, detector efficiency, etc.

Then, taking the ratio of Eq. (10) for two channels, one involving capture from Rb(5\( p \)) to Na(\( x \)), and the other from Rb(5\( s \)) to Na(\( y \)), one obtains

\[ \frac{\Delta A_{p \rightarrow s}}{\Delta A_{x \rightarrow y}} = \frac{\sigma_{p \rightarrow s} \Delta n_p}{\sigma_{x \rightarrow y} \Delta n_x} = - \frac{\sigma_{p \rightarrow y}}{\sigma_{x \rightarrow y}} = -R, \tag{11} \]

where the final equality is obtained using Eq. (9). Note that by taking the data in this way no prior knowledge of populations is required. Also note that any pair of channels corresponding to capture from the Rb(5\( s \)) and Rb(5\( p \)) states can be used, regardless of the final state in Na to which the electron is captured. For this work, the two rightmost channels shown in Fig. 1 were used. The right-most peak corresponds to Rb(5\( s \))→Na(3\( s \)), while the next peak to the left corresponds to Rb(5\( p \))→Na(3\( p \)). Finally, note that once the ratio of cross sections has been measured, one can determine the excited fraction using Eq. (8) without chopping the trapping lasers.

A standard optical setup, was used to cool and trap the \( ^{87} \)Rb atoms. An extended cavity diode laser was peak locked to the crossover peak midway between the \( F=2 \rightarrow F'=3 \) and \( F=2 \rightarrow F'=2 \) transitions in a saturated absorption spectrum, using a Zeeman-dithering scheme [10]. The output of the trap laser was then amplified to about 350 mW using a tapered amplifier [11].

The repump laser was locked to the \( F=1 \rightarrow F'=2 \) peak in a second saturated absorption spectrum. In this case, the laser frequency was dithered around the transition, and no tapered amplifier was used on the output of the laser. The intensities of each of the trapping beams were measured using a power meter and scanning knife-edge beam profiler [12].

The MOTRIMS chamber has been described elsewhere in detail [8]. A source of 7 keV Na+ ions was positioned on one side of the chamber, and two-dimensional position-sensitive recoil and projectile detectors (PSDs) were placed on the opposite side. An electrostatic deflector, located on the detector side of the chamber, steers projectile ions that have not undergone charge transfer, into a Faraday cup. The 7 keV Na atoms, neutral due to charge transfer from the Rb, are undeflected and strike the “projectile PSD.” The Rb+ ions created in charge transfer events were extracted by a 10 V/cm electric field, and directed onto the “recoil PSD.” The flight time difference between the projectile and recoil ions gives \( p_\parallel \), and

![FIG. 2. (Color online) Measured excited fraction as a function of detuning (horizontal axis, arbitrary units) and trap laser intensity (vertical axis, arbitrary units). The measured fraction is shown in gray scale. The curvature in the plots reflects the dependence of the AOM efficiency on the applied radio frequency.](image-url)
Fig. 3. (Color online) Excited state fraction versus the saturation parameter. The circles are data taken for default values of B-field gradient and trap laser balance. Data taken with other B-field gradients are shown as upward pointing triangles, while data taken for various balance between the different trapping laser beams are shown as downward pointing triangles. The stars are data for which the repump laser intensity has been varied. The solid and dashed curves are fits to the one- and two-parameter models described in the text.

measured \( f \) versus the single variable \( s \) from Eq. (4), using the “standard” definition \([13]\) of \( I_s \) from Eq. (2). The results of the measurements are shown as solid circles in the parametric plot of Fig. 3.

The error bars represent one standard deviation and result from counting statistics in the measurements of \( A_s \) and \( A_p \) from the \( Q \)-value spectra, and in uncertainty in the ratio of the collision cross sections, \( R \). Using standard error analysis procedures, the estimated uncertainty in the measured fraction, designated by \( f_m \), is given by

\[
\frac{\Delta f_m}{f_m} = (1 - f_m) \left( \frac{\Delta A_s}{A_s} \right)^2 + \left( \frac{\Delta A_p}{A_p} \right)^2 + \left( \frac{\Delta R}{R} \right)^2 \right)^{1/2}.
\]  

(12)

While there is some contribution to the measured excited fraction measurement due to \( \Delta R \), the uncertainty is dominated by the statistical error and background subtraction in the individual \( Q \)-value spectra, taken for each value of \( I \) and \( \delta \).

The results of this work would be of minimal utility to the rest of the cold atom community if the excited state fraction was found to vary with other MOT parameters such as B-field gradient, balance in the six trapping beam intensities, or repump laser intensity. To test this dependence, these quantities were varied and additional measurements of the excited fraction were made. For data already described, the B-field gradient was 12.5 G/cm, the intensities of the three pairs of trapping laser beams were in the ratio of 25.3:36.1:30.7, and the repump laser power was approximately 1.60 mW in a spot size of approximately 0.7 cm\(^2\). In Fig. 3, additional data taken with a B-field gradient of 7.22 G/cm are shown as upward pointing triangles. Relative power in the three pairs of trapping laser beams were then varied, leaving them in the ratio of 17.2:30.2:40.7. Data taken with this substantially different balance are shown as downward pointing triangles. Finally, data were taken for repump laser powers (with fixed beam spot size) of 0.88 and 0.03 mW. These are shown as stars for a single detuning and intensity of the trapping laser.

When plotted against the saturation parameter, most of the data taken in this experiment lie on a single well-defined curve for \( s < 1.25 \). This implies that a simple function of the single variable \( s \) can be used to estimate the excited state fraction in a MOT as long as \( s < 1.25 \). Clearly, the data cannot be made to fit such a simple function for \( s > 1.25 \). Perhaps this is because the two-level approximation inherent in these models is less valid as the detuning from resonance is increased. That is, when the detuning starts to become comparable to the Zeeman splitting, then the two-level model completely breaks down. One can also see that for \( s > 1.25 \) the data seem to scatter with amplitudes that are greater than their assigned error bars. This is not due to an underestimation of uncertainty in measured excited fraction because the data are reproducible to within the error bars. Rather, the apparent scatter is due to \( s \) ceasing to be a good parameter. Once again, this is thought to be due to a breakdown in the simple two-level models. It should be noted that values of \( s \) beyond about 1.25 correspond to a region of MOT parameter space that is rarely frequented in experiments due the extremely low number of trapped atoms that result.

Curves from the one-parameter and two-parameter models discussed above, fit to the data for \( s < 1.25 \), are indicated by solid and dashed lines, respectively. Both fit the data extremely well over this range. The three-parameter model was found to be less satisfactory because the data show no indication of separate “high \( s \)’ and “low \( s \)’ regimes. Therefore, fitted values of either \( \alpha \) or \( \beta \) tended toward infinity, and \( s_r \) tended to be indeterminate. To within experimental scatter, nearly all the data lie on the “universal curves” of the one- and two-parameter fits, for regions of \( s \) that are of interest, even though the MOT fluorescence, which is proportional to the total number of excited atoms in the MOT, varied from very bright to barely visible when viewed with a charge-coupled device (CCD) camera. Since temperature and density are functions of trapping laser detuning and intensity, this implies that the models are valid over a wide range of MOT sizes, temperatures and densities, at least for \( s < 1.25 \).

Histograms of the residuals from the one- and two-parameter fits are shown in Figs. 4(a) and 4(b), respectively. These histograms emphasize what is not obvious in the scatter plot of Fig. 3, namely that there are many overlapping data points, the great preponderance of which lie right on a single curve. In comparing the two models, one should note that while the two-parameter model does fit the data slightly better than the one-parameter model, the residuals for the two models are very similar over the useful region of \( s \). Thus, there seems to be no real advantage of going beyond the one-parameter model. The best fit to this model yields a value of effective \( I_s \) of 9.2 mW/cm\(^2\), very close to the model-dependent result \([3]\) by Dinneen et al. of 9.1 mW/cm\(^2\). This is remarkable because the assumption by Dinneen et al. that the excited fraction would saturate at a value of 0.5 is clearly seen in Fig. 3 not to be valid. A best fit of the two-parameter model to the data gives values \( C_1 = 0.610 \) and \( C_2 = 0.645 \).
Using standard error analysis methods, the error in determination of $I_s$ was determined using measured values of the MOT. I.e., its own uncertainty. However, the range of values of $I_s$ was determined using measured values of the excited fraction in a MOT run under a wide variety of trapping conditions. We have also given a best-fit determination of $I_s$ to be used with Eq. (1). We now give an estimate of the uncertainty associated with that value of $I_s$.

Upon inverting Eq. (1) and solving for $I_s$, we see that $I_s = I_s(f_m, I, \delta)$. (We use $f_m$ instead of $f$ to emphasize that $I_s$ was determined using measured values of the excited fraction.) Using standard error analysis methods, the error in $I_s$ can be expressed as

$$\frac{\Delta I_s}{I_s} = \left( \frac{1}{1-2f_m} \frac{(\Delta f_m)^2}{f_m} \right) \left( \frac{\Delta I}{I} \right)^2 + \left( \frac{8 \delta \Gamma}{1 + (2 \delta \Gamma)^2} \right)^2 \left( \frac{(\Delta \delta)^2}{\Gamma} \right)^{1/2},$$

where $I$ refers to the total intensity of the trapping lasers at the location of the MOT.

As indicated in Eq. (12), each value of $f_m$ carries with it its own uncertainty. However, the range of values of $f_m$ and $\Delta f_m$ was not so great as to lead to a significant variation in $\Delta I_s/I_s$ from Eq. (13). The recommended value, then, of $I_s$ to be used with Eq. (1) was determined to be $I_s = 9.2\pm 1.7$ mW/cm$^2$. This allows us to make a simple estimate of the accuracy one should expect using a combination of this value of $I_s$ and Eq. (1). Assuming one had perfect knowledge of the trapping laser intensity and detuning, the only uncertainty in deducing the excited fraction would be $I_s$.

Equation (13) can then be inverted to find $\Delta f$. For example, for a typical value of $f=0.15$,

$$\Delta f = \frac{f(1-2f)\Delta I_s}{I_s} = \frac{(0.15)(1-0.15)(1.7)}{9.2} = 0.02. \quad (14)$$

We note that this value in the uncertainty of $f$ is consistent with the histograms of Fig. 4.

In summary, using the model-independent method of charge transfer, the excited state fraction in a MOT of $^{87}$Rb has been measured as a function of a variety of MOT parameters. Two simple models were fit to the measured fractions and were found to be excellent predictors of the excited state fractions, given only the trapping laser total intensity and detuning. The predictions of these models are robust against changes in magnetic field gradient, balance in the six laser beam intensities, and repump laser intensity. It is therefore believed that anyone trapping $^{87}$Rb on the upper cycling transition, who needs to know the fraction of atoms in the excited state to very good accuracy can use Eq. (1) with $I_s = 9.2\pm 1.7$ mW/cm$^2$.
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[2] There are two common definitions of $I_s$ in the literature, differing from each other by a factor of 2. We choose to use the definition of Demtröder. Equation (1) is consistent with this definition.


[13] Using the “standard” definition of $I_s$ in the definition of $s$ on the horizontal axis of Fig. 3 causes no difficulty. It merely stretches or shrinks the horizontal scale with no effect at all on the fits.